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ABSTRACT

The benefit of software cost estimation is universally recognized as one of the cor-

nerstones of effective software project management and control. Despite the advances of

computer-based estimation tools, their accuracy remains largely inadequate, and their

utility among software development practitioners is limited. Consequently, the optimal

estimation of software cost remains an elusive goal of most project managers central to

this issue is the nature of the data on completed software projects that are incorporated

into the organization's database of historical project results. This information forms the

basis for both future project estimation and ex-post-facto assessment of estimation mod-

els. Actual project results are typically the data of choice for both the calibration and

evaluation processes, despite the fact that these raw values disregard project inefficien-

cies such as initial size underestimation. This thesis challenges the notion that historical

project results represent the preferred and most reliable benchmarks for future estimation

purposes. Computer-based simulation is used to test a proposed strategy which capital-

izes on an organization's learning experiences by neutralizing the cost excess caused by

the initial undersizing, and that derives a posterior set of ni'rmaii:ed effort and schedule

estimation benchmarks. Analysis of the results indicates that normalization of the data

leads to significantly improved project productivity. more optimal cost estimates. and

provides the organization with increased potential for future cost savings
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i. INTRODUCTION

A. BACKGROUND

The benefit of reliable software cost estimation is recognized as one of th,.: corner-

stones of effective software project management and control (Boehm, 198 1, p.30). Nev.

ertheless, accurate estimation of software development costs remains an elusive goal of'

most project managers, despite the proliferation of software engineering economic analy-

sis techniques and the availability of computer-based software project management tools

(Abdel-tlamid, 1990, p.71).

Software development has traditionally been viewed as a discrete set of software de-

velopment life cycle (SDLC) phases, when in fact, research findings point to a dynamic

environment characterized by continuous changes over time (Goddard Space Flight Cen-

ter, 1"•)) Consequently, problems inherent with the estimation process itself, normally

positioned at the beginning of the SDLC, have generally limited the utility of estimation

tools based on this traditional view of software development.

Without the benefit of full knowledge of a project's ultimate scope and definition at

the time of initial cost estimation, an estimation model must possess the capability to re-

spond to influencing factors which unfold as the project progresses through the SDLC.

Abdel-Hamid states that "...estimation should be a ,onlinuou.N process enhanced through

constant updates of feedback data collected from project monitoring and control activi-

ties ...." He argues that continuous estimation models must support the full range of



estimation activities regularly encountered in the SDLC; adaptive (accommodate new or-

ganizational realities), corrective (correct initial faulty assumptions) and perfective (post-

mortems to perfect project statistics). In so doing, it is imperative that the model also

possess the capability to capture management-system dynamics -- project managers' reac-

tions to real-world events as they unJfld. (Abdel-Hamid, 1993. pp. 20-21)

Despite the improvements realized with the introduction of genuine continuous esti-

mation moucis, their accuracy remains largely inadequate. Central to this issue is the na-

ture of the data on completed software projects that are incorporated into the

organization's database of historical project results. This archived information subse-

quently forms the basis for both future project estimation and ex-post-facto evaluation of

software cost estimation models. Quite simply, this data is used to produce the organiza-

tion's "best guess" of what a project of similar size and scope should require, in terms of

development effort and schedule, if encountered in the future. In addition, it is these data

values upon which estimation tool calibration, or fine-tuning to produce more accurate

estimates which reflect the organization's unique software development envirornment, is

based.

Raw project values, which represent actual results, are the conventional "data of

choice" for both the estimation and calibration processes. While raw data, indeed, reflect

actual results, they may certainly not reflect optimum results, particularly in the case of a

problematic project. Inefficiencies such as initial size underestimation, plague many, if

not all software development projects, and are manifested in Narying degrees of cost
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overruns and schedule slippages. As such, direct incorporation of raw values into the his-

torical database tends to discount the impact of these inefficiencies on project results. In-

stead, it merely archives this flawed information for future (mis)application, and

perpetuates the cycle of inefficiency and imprecise estimation.

In response, Abdel-Hamid has proposed a strategy which "...capitalizes on an organi-

zation's learning experiences, by wringing out the cost excess caused by the initial under-

sizing and that derives a posterior set of normah:ed cost and schedule estimation

benchmarks." (Abdel-Hamid, 1993, p. 28) These normalized values are representative

of a perfectly-sized software project, and consequently should provide the organization

with a more efficient benchmark for future project estimation and planning, and in retro-

spect, evaluating how well project resources were used.

B. PURPOSE OF RESEARCH

This research challenges the notion that raw historical values represent the preferred

benchmark for calibrating software cost estimation models. Computer-based simulation

is used to model the behavior of a number of synthetic project profiles to test the assump-

tions of both the conventional and normalized strategies for software estimation model

calibration. Various experimental conditions are imposed on subsequent experiments to

compare project results and identify causal relationships in an effort to substantiate the

research claims.

3



C. THE RESEARCH QUESTION

The primary research question of this thesis is to determine if there is long-term bene-

fit in using normalized software project cost values vice raw historical data as the bench-

mark for calibrating software estimation models.

D. SCOPE OF RESEARCH

The scope of this research includes the design, execution and analysis of a computer-

simulated, multiple-project experiment, and comparing the results of two competing soft-

ware estimation calibration strategies, in order to answer the research question. Its scope

does not extend beyond the research laboratory, and there are no immediate plans for

replicating this experiment in a real-world environment.

E. THESIS ORGANIZATION

Chapter II offers a statement of the experiment's objectives and a comprehensive de-

scription of the experimentation tools, to include the COnstructive COst MOdel of Soft-

ware Cost Lstimation (COCOMO) and the System Dynamics (SD) Model of Software

Project Development. In addition, Chapter [1 presents the experimental design, where the

hypothetical projects, project profiles and influencing factors and assumptions are de-

fined in detail A key element of Chapter I1 is a discussion of the competing software es-

timation model calibration strategies which form the basis of this research. Chapter IIl

describes the experimental setting and related tasks, and elaborates on exercise organiza-

tion, methodology and conduct. in addition, the dependent measures which represent key

exercise metrics, are defined as they relate to analyzing and comparing exercise results.

4



Chapter IV presents the resuits of the varous experiments and offers insight and analysis

of the research findings. Chapter V summarizes the findings of the previous chapters,

discusses the implications of this study, and proposes related opportunities and directions

for future research.
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II. METHOD AND PREPARATION

A. EXPERIMENTAL OBJE•TIVE

This expenment will use a system dynamics model of software development to simu-

late the development of a set of 30 projects in a software organization, conductec iv

over an approximate 12-year period. The simulated results will be incorporated into an

organizational data base and used as the basis for both subsequent project estimation and

calibration of the estimation tool. Two scenarios will be evaluated: the conventional

method of calibration using raw historical data and an alternative calibration method us-

ing "normalized" metrics.

B. EXPERIMENTATION TOOLS

1. Constructive Cost Model (COCOMO)

The COnstructive COst MOdel, or COCOMO, was developed by Barry Boehm, and

is a widely-accepted algorithmic model which is used to determine initial software

development effort and schedule estimates. As a result of model refinement since its

introduction, three model versions and three software development modes have evolved.

The three versions include Basic, Intermediate and Detailed COCOMO, each of

increasing detail and accuracy. Organic, Semidetached, and Embedded software

development modes have been defined to accommodate the broad spectrum of project

size, specificity, and risk encountered in the software development environment.
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Basic COCOMO is the simplest version of the model, and is effective for rough order

of magnitude estimates of software cost. However, Boehm cautions, ".. its accuracy is

necessarily limited because of its lack of factors to account for differences in hardware

constraints, personnel quality and experience, use of modem tools and techniques, and

other project attributes known to have a significant influence on software costs ......

(Boehm, 1981, p. 58) With Basic COCOMO, estimates of effort are generated using only

a single predictor variable, namely the number of delivered source instructions (DSI)

developed by the project.

Intermediate COCOMO improves upon the Basic version by incorporating an

additional 15 predictor variables, or cost driver attributes, which are carefully identified,

weighted and introduced in order to offset much of the cost variation found in Basic

COCOMO. The 15 cost drivers are subdivided into four categor.es: software product

attributes, computer attributes, personnel attributes, and project attributes. Each cost

driver has an associated effort multiplier which is applied to the nominal development

effort to obtain a more accurate estimate. Boehm contends that the level of accuracy

achieved with Intermediate COCOMO "... is representative of the current state of the art

in software cost models." (Boehm, 1984, p. 16)

Detailed COCOMO provides the highest level of estimation accuracy by providing

even more detail as model input. This is accomplished by employing a three-level

hierarchical decomposition of the software product whose cost is to be estimated. In

8



addition, phase-sensitive effort multipliers are used to accurately reflect the effect of the

cost drivers on the phase distribution of effort. (Boehm, 1981, pp. 347-348)

The three COCOMO modes of software development were defined as a result of

research findings suggesting that software products of the same size often require varying

degrees of effort and development time. Consequently, each of the COCOMO software

development mode's effort and schedule equations will yield significantly different cost

estimates. Hence, precise identification of the applicable mode, by means of its

distinguishing features, is critical in order to prevent estimation inaccuracies.

The organic mode represents projects that are relatively small in size, developed by

small software teams in a generally stable development environment. Experience levels

are high, while schedule and performance pressures are generally lower.

The semidetached mode represents the middle ground between the organic and

embedded modes. Flexibility of approach is a trademark of the semidetached mode, as

intermediate levels of project characteristics and a blend of organic and embedded mode

characteristics may be encountered in the same project.

Finally, the embedded mode represents a project that must operate within tight

constraints. Requirements and interface specifications are generally inflexible, and can

dictate a considerable need for innovative architectures, algorithms or functionalities.

(Boehm, 19 8 1, p.81)

In this series of experiments, the Basic COCOMO version will be utilized as the

software estimation model. While Intermediate COCOMO estimates have proven clearly

9



superior, the rudimentary nature of the Basic COCOMO (only size input - no cost driver

attributes) facilitates evaluation of model characteristics in conjunction with the SD

simulator. Llkewi%:e, the organic software development mode complements the choice of

Basic COCOMO, and assumes a stable baseline software development environment in

which the experiments can be conducted.

2. A Dynamic Simulation Model of Software Development

Research has underscored the impracticalities of controlled experimentation in the

software engineering field as being excessively costly and time-consuming (Myers,

1978). Simulation modeling provides a flexible and ideal environment in which

competing assumptions and conditions may be tested. Unlike real systems, the effects of

variable manipulation on internal system interactions can be isolated and more carefully

studied. Consequently, for purposes of this experiment, simulation modeling was chosen

as the experimental method by which the research question would be answered.

The System Dynamics (SD) Model of Software Project Development, by

Abdel-Hamid and Madnick, is a comprehensive, highly-detailed, quantitative simulation

model which captures management-system dynamics and provides a continuous

simulation capability. Based on the feedback principles of system dynamics, the model

focuses on four interconnected subsystems, which integrate managerial decision-making

activities (e.g., scheduling, productivity, and staffing) with the physical production of the

software product (e.g., design, coding, reviewing, and testing). The four subsystems are

10



human resource management, software production, controlling, and planning.

(Abdel-Hamid, 1993, p. 24)

The purpose of the SD simulator is to serve as a laboratory vehicle for conducting

experimentation into the dynamics of software development. As such, it provides a

much-needed means by which the managenal side of the software development process

might be more carefully examined and, hopefully, better understood. By design, the

model does not deliver point predictions, but rather seeks to provide a general

understanding of the nature of the dynamic behavior of a project. An important

functionality of the model is the ability to perform sensitivity analysis, or "what-if'

experiments, in order to develop a more complete uiiderstanding of the interrelationships

of software development variables and identification of causal relationships.

The model has been designed for use on medium sized, organic type software

projects (i.e., projects that are 10,000 to 250,000 lines of code and conducted in familiar,

in-house development environments) (Stephan, 1992, p. 13). For a detailed discussion of

the model's actual structure, formulation and validation, see Abdel-Hamid and Madnick

( 1989 and 1991 ).

C. EXPERIMENTAL DESIGN

I. Definition of Experimental Projects

Five hypothetical software development projects, of varying representative sizes,

were initially defined and serialized as projects one through five. Their size was

established in terms of thousands of delivered source instructions (KDSI) to match both

I1



the COCOMO and SD simulator input parameters. Table I presents project serials and

their respective sizes, which remain fixed throughout all experiments.

Project Serial Actual Size (KDSI)

1 40

2 50

3 60

4 70

5 80

Table 1. Experimental Projects and Sizes

2. Underestimation of Project Size

Boehm states, "The software undersizing problem is our most critical road block to

accurate software cost estimation." He cites three main reasons for this perplexing

phenomenon. First, people's optimistic and accommodating nature drive them to say

what others want to hear. High estimates are fuel for confrontation, whereas everyone is

happy with small, easy software. The second reason involves incomplete recall of the

large amount of support software that must be developed as part of a project - there is

generally a stronger recollection of the size and effort required for the much smaller, but

more visible, operational software. The third reason is related to the incomplete recall

issue. Unfamiliarity with the full scope of the software project causes people to overlook

the more obscure software products (and obscure portions of each product) which need to

be developed. There are no quick fixes to the pervasive undersizing problem other than

to understand the sources of the problem, and apply that understanding to software sizing

activities. (Boehm, 1981, pp. 320-323)
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A study of the impact of undersizing on software estimation forms the focus of much

of this experiment. Consequently, underestimation levels, expressed as a percentage of

actual project size, are applied to the individual project serials in accordance with the

experimental project profile, which is defined in a subsequent section of this report.

Underestimation levels are defined and presented in Table 2.

Level Underestimation (%)

St10

2 20

3 30

4 40

5 50

Table 2. Project Size Underestimation Levels

Undersizing has a direct effect on both the software cost model (COCOMO) and the

simulation model (SD simulator) results. Quite simply, a too-small sizing estimate

invariably results in a too-small cost estimate. For example, a 50 KDSI project,

undersized by 20 percent, results in a Basic COCOMO estimation identical to that of an

accurately-sized 40 KDSI project.

3. Development of Project Profiles

The experiment seeks to model and analyze the software development activities of a

hypothetical organization over time. In developing a project profile for the organization,

particular attention was paid to a number of conditions within the organization that

would accomplish exercise objectives, while maintaining a reasonable degree of realism

with respect to the functioning of an actual software development organization.
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a Project Team

Five hypothetical software development teams are constructively assembled As

teams, they will be assigned to one of the project serials - one team for each project

serial. There was no consideration given to team make-up in assembling the teams.

Although disregard for the effects of personnel attributes on team performance represents

an exercise artificiality, the assumption of essentially "homogeneous" project teams

facilitates unbiased interpretation of the exercise results.

b. Project Cycles

In order to investigate the long-term impact of calibration strategies on software

cost estimation, follow-on projects to the five project serials already defined is required.

Consequently, the concept of a project cycle is introduced. A project cycle is defined as

that period of time required for each of the five individual project serials to be

completed. The first iteration of this scheme is referred to as "Project Cycle One",

whereas subsequent iterations are labeled "Project Cycle Two", "Project Cycle Three",

etc. For purposes of this experiment, organizational software development activities will

span six project cycles.

c. Initial Project Team Assignments

With teams assembled, and projects and project cycles defined, the next step is to

determine a strategy for project assignment. Here the assumption is that all five software

development teams will commence work on the five project serials concurrently, at time

zero. For simplicity, and to provide a convenient project profile starting point,
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assignment of projects in project cYcle one matches team one with project one, team two

with project two, etc.. Table 3 outlines cycle one project assignments.

Project Cycle One

Project Team Project Assignment

One I

Two 2

Three 3

Four 4

Five 5

Table 3. Cycle One: Team and Project Assignments

d Allocation of Undersizing Factors

In order to examine the effects of undersizing on projects of varying size, the

previousk-defined size underestimation levels (Table 2) must be allocated in a random

manner across all projects. For project cycle one, this was accomplished by using a table

of number. generated by a random process. Table 4 is such a table and is used in the

experiment By arbitrarily selecting the intersection of any row and column as the

starting point, a list of five numbers is systematically drawn by moving either to the left

or right, or upward or downward from this starting point until one of the underestimation

level values is encountered. This number is recorded in the list, and the movement

continues until a second number within the allowable range (one through five) is

encountered. After this second value is recorded in the list, the process repeats three

more times until the randomized list of five numbers is complete. For example.

underestimation levels are allocated for project cycle one by choosing row 5, column 13
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(Table 4) as the starting point and moving across the row to the right. The following

randomized list is generated: 4 - 2 - 3 - 5 - 1. These numerical values, corresponding to

underestimation levels, are allocated to cycle one projects as shown in Table 5.

Project Cycle One

Project # Undersizing Level

1 4

2 2

3 3

4 5

5 1

Table 5. Cycle One: Projects and Undersizing Levels

For project cycles two through six, undersizing levels are allocated in accordance

with the Latin Square Design (Daniel and Terrell, 1975, pp. 209-215). Once the

cycle-one undersizing levels are determined and allocated to the five project serials in

ascending project-size order, Latin Square imposes a one-position downward shift of row

values to produce the undersizing allocation for cycle two. The procedure is repeated

through the six project cycles, which results in cycle-six undersizing levels identical to

those in cycle one. Table 6 presents the undersizing allocation for all projects across all

project cycles. This allocation plan is fixed, and is used for all experiments where

software size underestimation is assumed.
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Project Cycle

Project # KDSI 1 2 3 4 5 6

Underestimation Level

1 40 4 1 5 3 2 4

2 50 2 4 1 5 3 2

3 60 3 2 4 1 5 3

4 70 5 3 2 4 1 5

5 80 1 5 3 2 4 1

Table 6. Project Undersizing Allocation

e. Project Team Assignments in Cycles Two through Six

In developing the project profile, it was decided that when a project team

completed their assigned project in cycle one, they would immediately be assigned a new

project and commence work in cycle two. That is, the team that finishes their cycle-one

project first, is assigned the first available project in cycle two. The second team to

finish cycle one gets the next available project in cycle two, and so on, until all five

teams "arrive" in project cycle two. Subsequent project assignments are determined in

the same manner through project cycle five.

The sequence of next-available projects for project cycles two through five are

randomly assigned. Their project assignment orders are determined by employing the

same randomization techniques described in the previous section, but with different

starting coordinates and directions of movement for generating the randomized list for

each cycle.
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To facilitate comparative analysis of results with cycle one projects, cycle six

team assignments replicate their initial project assignments. Table 7 defines the

next-available project scheme for all six project cycles.

Order of
Project Project Cycle

Completion 2 3 4 5 6
in Present

Cycle Next-Avalibale Project

2 3 1 5 i

2 1 4 4 4 2

3 3 1 5 2 3

4 5 5 3 1 4

5 4 2 2 3 5

Table 7. Next-Available Project Schedule

f Finalized Experimental Project Profile

The final project profile, which incorporates next-available project assignments

and their respective undersizing levels, is presented in Table 8. All experiments follow

this project-order and undersizing arrangement (when applicable). While project team

assignments in other than the initial project cycle may vary under different exercise

scenarios, depending on calculated total development schedule values, the follow-on

project order and underestimation levels of Table 8 remain fixed in all cases Figure I

displays a representative Total Development Schedule for all five project teams over six

project cycles, applying the experimental project profile.
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4. Learning

The effects of "learning" on software estimation and productivity are an important

element of this research. It is reasonable to assume that the effect of experience and

increases in project familiarity should be reflected in higher productivity. In an attempt

to model the rate of learning improvement, a plan involving the incremental increase of a

related SD simulator input variable was developed.

In the SD model, nominal productivity is defined as one task per man-day. A task is

any arbitrary unit by which a software project may be measured (Abdel-Hamid and

Madnick. 14 1. p. 80). In our experimentation vehicle, a "task" is defined in terms of a

discrete number of Delivered Source Instructions, hence the SD input parameter

I)ehliercdl S.iiurcc Inslruclions per Task (DSIPTK). Consequently, an appropriate

increase n I)SIPTK over the nominal simulator value as projects are developed, can

effectivleh model the 'learning curve' effect we are searching for.

For purposes of this experiment, we assume that "learning" is reflected in a

10-percent annual increase in DSIPTK. While total project development schedules

obviouslh %ary, an 18 to 24-month timeframe represents a reasonable estimate of

duration for the hypothetical projects as defined. Consequently, a 20-percent increase in

DSIPTK was applied to each project cycle beginning with project cycle two. This value

is consistent with research findings and industry experiences (Aron, 1976). Hence, the

learning scenario is defined as an incremental increase of DSIPTK from 100 percent of
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nominal value to 200 percent of the nominal SD simulator value over the six project

cycles. Table 9 demonstrates how the learning scenario was applied.

DSIPTK: Percent of
Project Cycle Nominal Value

1 100%

2 120%

3 140%

4 160%

5 180%

6 200%

Table 9. Learning Scenario

5. Conventional COCOMO Calibration Strategy

"Calibration" is one method by which an organization may tailor a software

cost-estimation tool to more accurately reflect its unique software development

experiences. Boehm asserts that calibration of COCOMO may be necessary, for various

reasons, to provide an organization with the best estimation accuracy "fit". He offers a

technique for calibrating the constant term in the COCOMO nominal effort equation, and

this procedure will be replicated as part of the experiment, and throughout the thesis will

be referred to as the "conventional" calibration strategy.

Having selected the Basic COCOMO model and the organic mode as the most

appropriate software development mode for our hypothetical organization, the calibration

methodology is straightforward. Table 10 presents the Basic COCOMO effort and

schedule equations for the organic mode. A few terms require definition in
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understanding these equations. Under the 1•ffort column, "MM" refers to the number of

man-months estimated for the software development phase. One man-month is equal to

152 hours of working time. Under Schedule, "TDEV" is the number of estimated

months for software development.

Mode Effort Schedule

Organic MM = 2.4 (KDSI)V TDEV = 2.5 (MM)0 I

Table 10. Basic COCOMO Effort and Schedule Equations (Organic Mode)

The constant term in the effort equation above (2.4) is the value which is calibrated.

Because of the absence of cost driver attributes in Basic COCOMO, the optimal

coefficient may be calculated using the following equation:
n

- L=! MM,(ac1uaI)*Q, (
(j ),)2

In the above equation, MMi(actual) is the actual development effort of the software

project. In our experiment, this value is generated by the SD simulator, based on input

values which include the Basic COCOMO effort and schedule estimates. The variable Q,

for organic mode re-calibration, is defined as the actual size of the project (KDSI(actual))

raised to the power 1.05. Having determined these values, the calibration process

continues by multiplying MM,(actual) times Q, for each project. The summation of this

product is determined for the number of projects being factored in to the re-calibration

(n). This value forms the numerator of the re-calibration equation. The denominator is

calculated by first squaring each Q, value, then summing these values. The resultant

coefficient represents the derived optimal constant term and replaces the organic
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COCOMO coefficient value of 2.4 for estimation of the next senes of (n) projects.

Chapter IV provides additional clarification of the calibration methodology using

exercise data.

6. Alternative "Normalization" Calibration Strategy

Boehm commented on a comparative analysis of software cost models, that "...Not

too surprisingly, the best results were generally obtained using models with calibration

coefficients against data sets with few points ...... (Boehm, 1984, p. 18). A similar

analysis of the validity of the assumptions upon which calibration strategies are based,

and their impact on software estimation model performance has received considerably

less attention.

Basic COCOMO embraces the assumption that historical project results represent the

preferred and most reliable benchmarks for future estimation purposes. This experiment

challenges that notion, and seeks to validate the work of Abdel-Hamid by using the SD

model as an experimental vehicle to demonstrate why this assumption is flawed

(Abdel-Hamid, 1990, p. 79).

Using data from a real software project conducted by NASA, Abdel-Hamid

conducted two experiments as part of SD model validation. The first experiment

investigated one of two fundamental assumptions upon which conventional calibration

strategies are based. That is, a project's final results are independent of its initial

estimation values. His research findings indicate that different estimates do, indeed,

create different projects. He reported that initial project effort and schedule estimates
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significandty influence work force level decisions, productivity, work intensity, and

communication and training overheads. Clearly, acceptance of these findings leads to

rejection of the convention that actual project results provide the best information for

future estimation activities.

Abdel-Hamid's second experiment sought to further refute the notion that raw

historical project values should be the "data of choice" for both the calibration and

ex-post-facto evaluation of estimation tools. Again, using the NASA data, he reported

how the initial 35-percent size underestimation lead to a corresponding underestimate of

project effort and duration. He observed how learning, in the form of increased project

familiarity and experience, lead to the discovery of overlooked tasks, which in turn

resulted in a dramatic "staff explosion" late in the development cycle, in order to meet a

rigid deadline. At this point, the representativeness of NASA's actual project cost as the

basis for future effort estimation becomes suspect due to the problematic nature of the

project. A new project of similar size and scope, but more accurately sized at the outset,

and consequently more effectively staffed, should result in project costs somewhat less

than the actual results of NASA's troublesome effort.

In his work, Abdel-Hamid outlines a "normalization" strategy for eliminating

inefficiencies due to initial project undersizing which incorporates the capabilities of the

SD simulator. Much of this research work is aimed at examining and testing this strategy

against the conventional calibration strategy under a variety of conditions and scenanios.
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In theory, the normalization strategy seeks to determine the extent of man-day

excesses, and adjust the archived calibration/estimation values accordingly. Figure 2

diagrams both the current calibration practice and the proposed normalization strategy.

RESULTS k ESTIMATIONJ

(A) CURRENT PRACTICE

IIWI I1D14,I ( R AL 'N•ORMALIZAT1ION111 I'l NORMALIZED C .ALIBRATION/

l %I it- EGN VALUES ESTIMATW)N

(B) PROPOSED NORMALIZATION STRATEGY

Figure 2. (a) Current Practice: (b) Proposed Normalization Strategy

To determine the normalized cost value, a project must be re-simulated with no

undersizmng Optimization of cost savings is determined by repeated simulations in

which actual project size and schedule inputs are fixed, while effort inputs are

systematically reduced until further input reductions begin to yield higher cost outputs.

The input and output values generated during a typical normalization process are

presented in Table 11. Repeated simulations in which actual project effort (MM(est)) is

systematically reduced with each simulation, yields a series of actual costs (MM(act)).

The shaded cell in Table I I is the lowest numerical result generated by the SD simulator

under all input conditions. This represents the project's "normalized" man-month value
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and reflects the optimum cost savings achievable in a perfectly-sized project. The

estimated versus actual cost values of Table I I are graphically represented in Figure 3 to

further illustrate the normalization process

Cycle #1, Project #1

KDSI (est) TDEV (est) MM (est) MM (act)

40 18.5 120.9 120.6

40 18.5 115 115.3

40 18.5 110 114.6

40 18.5 105 113.4

40 18.5 100 112.7

40 18.5 95

40 18.5 90 112.7

40 18.5 85 113.3

40 18.5 80 1 15.4

Table 11. Normalization Values
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Ill. CONDUCTING THE EXPERIMENT

A. EXPERIMENTAL SETTING

All experiments involve extensive simulation modeling and cos: estimation calcula-

tions. In addition, archiving requirements for a significant volume of generated data is

necessary, as well as relational processing capabilities to conduct comparative analysis of

the findings. These requirements were satisfied, and the experimental tasks successfully

accomplished on an IBM-compatible 486-DX2/66 personal computer (PC).

The System Dynamics (SD) simulator runs in the MS-DOS environment, however the

PC was configured to run the application in a window of Microsoft Windows 3.1, to fa-

cilitate transfer of information. User interface is via the keyboard. Figure 4 is the

"changes" screen, where input parameters are entered to examine the various exercise

scenarios. Of note, the fields routinely used in experiment simulations are found on this

screen such as I)SIP'iK and UNI)PSi' (first column), TO)iMM (second column), and

i7')YVI (third column). A tailored report is also generated for each completed simula-

tion, and provides not only a convenient presentation of simulation results, but also dis-

plays initial input parameteis to permit easy verification of data entry. A copy of one

such report is presented in Figure 5.

An electronic spreadsheet, specifically Lotus 1-2-3, release 4. I for Windows, was cho-

sen as the appropriate application for managi-ig and presenting the experimental data. It

offers advanced spreadsheet, charting, drawing, scenario and database features which
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were extremely valuable tools in conducting, analyzing, documenting and presenting the

results of the experiment.

B. RELATED EXPERIMENTAL TASKS

With a clear statement of the experimental objective, appropriate choice of expen-

mentation vehicles, and a valid experiment design, several administrative tasks remain

to facilitate conducting the experiment and handling the data. Important to this pre-

execution phase is the development of a number of worksheet templates in Lotus 1-2-3.

The "calculations worksheets" are of particular value -- project profile data and simulated

project cost data are directly entered here. Incorporated within the calculations work-

sheets are numeric cell formulas and interrelationships such that upon appropriate entry

of project data, key dependent values are automatically calculated. Figure 6 is an exam-

ple of a calculations worksheet. A detailed explanation of the calculations worksheet's

operation is presenttd with the research findings in Chapter IV.

In addition, a number of tailored spreadsheet tables were developed to archive, per-

form comparative analysis on, and display the collected data in a consolidated, readable

format. Appendix B is an example of this type of tailored spreadsheet table.

C. DEPENDENT MEASURES

Answering the research question requires capturing key simulation and computational

data on project performance and productivity. These values are absolutely essential to

meaningful analysis and interpretation of the research findings. Each of these values is
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described below; parenthetical text following each heading reflects the abbreviation used

for this value throughout the thesis:

1. Actual Project Effort (MM(act))

Actual Project Effort is one of the dependent variables generated by the SD

simulator, and represents the number of actual man-months required for the software

development phase of each individual project.

2. Actual Project Schedule (TDEV(act))

This value is also a dependent variable generated by the SD simulator, and represents

the actual number of months required for completion of the software development phase

of each individual project.

3. Actual Project Productivity (Productivity)

Actual Project Productivity is an important metric by which competing calibration

strategies are compared and evaluated. It is calculated by dividing the actual project size

(KDSI(act)) by the actual project effort (MM(act)). This value is calculated ex-post-facto

for each individual project. It is expressed as a decimal value, and there is an inverse

relationship between actual project effort and actual project productivity.

4. Composite Cycle Productivity (Comp Prod)

Composite cycle productivity is a deterministic value which reflects the combined

productivity of all five projects as defined in a particular project cycle. It is calculated by

dividing the total actual size of all projects in the cycle (summation of KDSI(act)), by the

total actual effort of all projects (summation of MM (actual)). Since the total actual size

of all projects in each cycle is fixed (300 KDSI), composite productivity is driven by the
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value of total project effort - the lower the total effort, the higher the composite

productivity.

5. Average Staff (Avg Staff)

This value represents the average staffing level for each project. The accurate

projection of required staff levels is a critical function in software development.

Average Staff is calculated in COCOMO by dividing the actual project effort (MM(act))

by the actual project schedule (TDEV(act)).

6. Normalized Project Effort (MM(norm))

Normalized Project Effort is the value resulting from the application of the

normalization process, described in detail in Chapter II, to Actual Project Effort

(MM(act)). Its value represents an optimal achievable level of project effort and forms

the basis for calculation of the COCOMO Calibration Coefficient in the alternative

calibration strategy which is examined in this experiment.

7. COCOMO Calibration Coefficient (Coefficient)

"Calibration" is one method by which an organization may tailor a software cost

estimation tool to more accurately reflect its unique software development experiences.

"Coefficient" refers to the constant term in the COCOMO nominal effort equation, and

its calculated value is critical to subsequent model estimation accuracy. The central

issue in the evaluation of the conventional versus the alternate (normalized) calibration

strategies involves the appropriateness of the independent variable upon which the

coefficient calculation is based. In the conventional calibration strategy, it is based on
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actual project effort (MM(act)), while the normalized calibration strategy bases its

computation on normalized project effort (MM(norm)).

D. ORGANIZING THE EXPERIMENT

The experiment is conducted in four phases. Presented in this section of the report are

the research objectives of the various experiments, an explanation of how each phase is

organized, and a general explanation of the exercise "flow". Detailed process definitions

are presented along with the experimental results and analyses in Chapter IV.

1. Phase One

The objective of this phase is to compare the simulated project cost results obtained

by applying the conventional software estimation tool calibration strategy, against a

similar set of cost values obtained by applying the normalized calibration strategy. Both

learning and undersizing are assumed in this scenario. The project profile determines the

project-set order and undersizing allocation for each of the six project cycles. The SD

simulator and COCOMO equations are used to both replicate the conventional

calibration strategy and test the alternative normalization strategy. Key computational

values (Dependent Measures) are captured, and a comparative analysis of the two

calibration strategies is offered. The data set collected in Phase One constitutes the "base

case" results, against which all other scenarios are tested.

2. Phase Two

In Phases Two through Four, the experiment is structured to perform sensitivity

analysis on the base case results. Different assumptions and environmental factors are

examined by using the SD simulator's ability to change one input variable while holding
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all others constant. In each scenario, particular attention is paid to the effects of

"normalization", vis-a-vis the conventional calibration strategy, on the experimental

results.

The objective of Phase Two is to examine the effects of size underestimation on base

case results. A new case is developed where learning is assumed, but no size

underestimation. Simulated results for the same project set are calculated, applying both

the conventional and normalized calibration strategies, and compared with base case

findings. All other conditions are identical to those in Phase One.

3. Phase Three

The objective of Phase Three is to examine the effects of learning on base case

results. A new case is developed where undersizing is assumed, but no learning.

Simulated results for the same project set are calculated, applying both the conventional

and normalized calibration strategies, and corm'pared with base case findings. All other

conditions are identical to those in Phases One and Two.

4. Phase Four

The objective of Phase Four is to examine the impact of overestimation and

underestimation of productivity on project-set results. In this scenario, we again assume

undersizing and no learning, as in the previous experiment. However, this experiment

explores the effect of misrepresenting productivity as a function of how the level of effort

associated with the accomplishment of a software development "task" is defined within

the organization.
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Central to the productivity overestimation/underestimation question is the notion of

"variable task definition." Disparate definitions of the effort required to accomplish a

software task may account for situations where various software development organiza-

tions require different levels of development effort to design and code projects of similar

size and scope. In projects where the number of delivered source instructions is identical

in each organization, the value of "task" becomes the determinant with regard to measur-

ing effort, and hence, productivity. First, this experiment re-simulates the project set and

examines the impact of underestimating productivity by a factor of 75 percent of the

nominal case. Next, the project set is re-simulated, this time overestimating productivity

by a factor of 125 percent of the nominal case. The results are compared to Phase Three,

which models the nominal case in this scenario (undersizing, no learning, and "perfectly-

represented" productivity).
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IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. INTRODUCTION

The SD simulation model generated raw data on the actual cost and schedule for each

simulated project. The manner in which these values are applied in calibrating the CO-

COMO software estimation tool, and its impact on productivity and cost savings under a

series of conditions are the central foc.s of this analysis. As such, there are four princi-

pal areas of investigation. First, the replication of a conventional software estimation

tool calibration strategy using raw cost data and assuming both learning and undersizing,

is compared with an alternative calibration strategy using normalized cost data under the

same assumptio.ls. Ne- lase-case results of phase one are compared with simulated

results of a new case assuming learning but no undersizing. The third area of investiga-

tion is a comparison of the base-case results with a new case in which there is undersiz-

ing, but without learning effects. Finally, the impact of both underestimation and

overestimation of productivity on the results obtained in the scenario with undersizing

and without learning is examined.
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B. CONVENTIONAL VS. ALTERNATIVE CALIBRATION STRATEGIES WITH

LEARNING AND UNDERSIZING (BASE CASE)

1. Assumptions

a. Underestimation of Project Size

The Basic COCOMO schedule estimation model requires as its single input, a

user-provided estimate of the project's size in thousands of delivered source instructions

(KDSI). Consequently, an inaccurate size estimate input will result in a similarly impre-

cise schedule estimation output. The inclination toward project size underestimation is

not uncommon throughout the software industry (Boehm, 1981, p. 320). For purposes of

this experiment, size underestimation, when applied, is represented as a percentage of

actual project size. Undersizing is assumed to range from 10 percent to 50 percent, in

10-percent increments, and is applied to individual project serials in accordance with the

project/cycle profiles presented in Chapter II. The undersizing percentages, expressed in

decimal notation, are subsequently applied as the SD simulator input parameter

UNDEST.

b. The Effects of "Learning" on Software Estimation and Productivity

By "learning" we mean increases in productivity. This learning happens as an or-

ganization gains experience in developing its type of software and as it incorporates new

software development tools. As discussed in Chapter II, we assume that "learning" is re-

flected in a 10-percent annual increase in the SD simulator input parameter Delivered

Source Instructions per Task (DSIPTK). Consequently, with project schedules generally
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approaching two years' duration, a 20-percent increase in DSIPTK was applied to each

project cycle beginning with project cycle two. Therefore, the learning scenario is de-

fined as an incremental increase of DSIPTK from 100 percent to 200 percent of the

nominal value over the six project cycles.

2. Conventional Calibration Strategy

Five synthetic project serials were simulated over six organizational project cycles,

for a total of 30 simulations. Key computational values, as defined in Chapter III, were

calculated and tracked throughout the experiment. They include Actual Project Effort

(MM(actual)), Actual Project Schedule (TDEV(act)), COCOMO Calibration Coefficient

(Coefficient), Actual Project Productivity (Productivity), Composite Cycle Productivity

(Comp Prod), and Average Number of Staff Required (Avg.Staff). Appendix A presents

all calculations and data used to generate these key values, which are further consoli-

dated and summarized in Table 12.

The methodology for determining actual simulated values will be described as the

process unfolds in Appendix A. In the following discussion, descriptive abbreviations in

parenthesis correspond to column labels in Appendix A. For each project serial (Proj Se-

rial), a learning value (DSIPTK (%)) is assigned. A project size estimate (KDSI(est)) is

determined by multiplying the actual project size (KDSI(act)) times the size

underestimation percentage (Under (%)). Using this project size estimate (KDSI(est)) as

the input variable to the organic COCOMO formula, the estimated project effort
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(MM(est)) and estimated project schedule (TDEV(est)) are determined- All required in-

put parameters for the project simulation have now been calculated. They are,

KDSI(act), DSIPTK (%) - expressed as a numerical value based on the nominal simula-

tor value of 60, Under (%) - expressed as a decimal value, MM(est), and TDEV(est).

Next, the SD simulator generates the actual effort (MM(act)) and actual schedule

(TDEV(act)) values.

The second series of calculations presented in each project cycle in Appendix A,

uses the simulated actual effort and schedule values of each of the five project serials to

determine the COCOMO calibration coefficient (Coefficient) which will be applied to all

projects in the subsequent project cycle. Coefficient calculation is based on a series of

well-defined computations as described in Chapter II. In the case of project cycle one,

the Coefficient of 2.56 reflects an upward adjustment from the organic COCOMO value

of 2.4. If this "conventional" calibration strategy is effective, this higher value, when ap-

plied to project cycle two size estimations, should produce more accurate effort and

schedule estimates. Figure 7 shows the movement of the COCOMO calibration coeffi-

cient over the six project cycles under the conventional calibration strategy.

In addition, actual project productivity (Productivity) and composite cycle productiv-

ity (Comp Prod) are also determined in Appendix A. Actual project productivity (Pro-

ductivity) is defined as the actual size of the project (KDSI(act)) divided by the actual

cost of the project (MM(actual)). Results of the experiment are displayed in Figure 8,

and reflect individual prcject productivities between .27 and .43.
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Composite cycle productivity is defined as the total actual size of all projects in the

cycle (XKDSl (act)), divided by the total actual effort of all projects (IMM (act)). In

the conventional calibration scenario, overall composite productivity of the software de-

velopment organization through the six project cycles improved from .317 to .411 (29.65

percent). Figure 9 captures this upward movement of composite productivity.

3. Alternative Calibration Strategy

The methodology employed in applying the alternative calibration strategy is identi-

cal to the conventional strategy described in the previous section, with one important ex-

ception. As described in Chapter IL upon determination of actual cost and schedule

values using conventional COCOMO techniques, the projects are re-simulated with ac-

tual size and actual schedule inputs fixed. Cost estimates are gradually reduced from the

actual simulated value until the optimum savings, or "normalized" cost value, is

achieved. Appendix B provides all data on the normalization process for each of the five

project serials over the six project cycles. Shaded cells in the MM(act) column represent

the optimum or "normalized" value for that particular project. This value, referred to as

MM(norm), is incorporated in the organizatonal data base and is used to calculate the

new COCOMO cahlbation coefficient Appendix C presents all calculations and data as-

sociated with the calibration of COCOMO using normalized data. Note its similarities

with Appendix A. However, in the second series of calculations for each project cycle,

the normalized effort (MM(norm)) is a new column entry. Its value was computed as

part of the normalization process and transferred directly from the shaded cells in
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Appendix B. It is this value, MM(norm), which generates the new COCOMO coeffi-

cient, and not the actual effort cost value (MM(act)), as in the conventional calibration

strategy.

It is important to note that normalization of the effort cost data has no direct impact

on project productivity or composite cycle productivity, as actual effort costs continue to

be used in computing these values. Normalization is primarily a process by which the in-

efficiencies which have plagued a problematic software development project can be

eliminated. In so doing, it is possible for an organization to optimize the accuracy and

representativeness of archived data for future estimation of similar projects.

A by-product of the normalization process, however, a improved productivity. In

theory, normalization provides the organization with more optimal calibration coeffi-

cients which should lead to more optimal estimations. As inefficiencies are eliminated in

project estimation, simulations produce projects with lower actual costs, which in turn,

lead to improved productivity. These notions are borne out in the experimental findings

summarized in Figure 10 and Table 13 - a comparison of the previously-determined raw

historical data with the normalized data recorded upon re-simulation of the identical pro-

ject set Improvement percentages for normalized data versus raw data are calculated in

Table 13 for actual cost, productivity, and composite productivity values. Note that be-

ginning with project cycle two (when the normalization process first produces a unique

calibration coefficient), improvement is noted across all entries. While improvements
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are noted in productivity values associated with both raw and normalized data, the more

dramatic results achieved through data normalization is apparent.

Of particular significance is the improvement in composite cycle productivity evident

within both the raw and normalized data sets themselves. Over the course of the six pro-

ject cycles, composite productivity, as determined under the conventional calibration

strategy improved by 29.65 percent (from .317 to .411). Even more impressively, under

the normalization strategy, composite productivity values improved by 42.27 percent

(from .317 to .451). Recalling that in this scenario, experimental assumptions include

both learning and undersizing, it is logical to pursue investigation of alternative scenarios

in an effort to isolate and examine the effects of these assumptions.

The proper use of normalized effort cost data can have a significant impact on future

software development costs. Table 14 summarizes actual project effort (MM(act)) under

both the conventional and normalized calibration strategies. In addition, the table in-

cludes information on potential savings which may be achieved by archiving normalized

data in the organizational data base vice the actual cost data. These savings could result

when, in the future, the organization is faced with estimation of a project of similar size

and scope. By using normalized data as input, estimates would not be biased by the inef-

ficiencies which plagued the previous project. The potential savings in our problem set

are noteworthy, both in terms of real effort cost savings (2.2 to 34.4 man-months) and

percentage of reduction in cost (1.05 to 16.92 percent). Figure 11 graphically represents
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Cycle and Project Information Actual Project Effort Potential Savings Through
I 'INorn-lization

Conventional Normalized
Cycle# Proj.Serial KDSI (act) MM (act) MM(act) MM Percent

1 I1 40 120.9 120.9 0 0.00%
1 2 50 149.7 149.7 0 0.00%
1 3 60 187.6 187.6 0 0.00%
1 4 70 245.8 245.8 0 0.00%
1 5 80 242.3 242.3 0 0.00%
2 2 501 147.3 142.7 4.6 3.12%
2 1 40 117.7 107.6 10.1 8.58%
2 3 60 178.6 165.9 12.7 7.11%
2 5 80 291.4 277.9 13.5 4.63%
2 4 70 209.9 207.7 2.2 1.05%
3 1 4 70 216.5 182.1 34.4 15.89%
3 3 60 189.2 164.8 24.4 12.90%
3 1 40 123.1 104.6 1 18.5 15.03%
3 2 50 147 122.7 24.3 1 16.53%
3 5 80 251.2 229.9 21.3 : 8.48%
4 4 70 212.1 188 24.1 1 11.36%
4 1 40 111.1 92.3 18.8 16.92%
4 5 80 233.8 199.9 33.9 14.50%
4 2 50 146.9 128 18.9 12.87%
4 3 60 165.7 138.5 27.2 16.42%
5 5 80 225.9 215.1 10.8 4.78%
5 4 70 180 154.4 25.6 14.22%
5 2 50 130.6 111.6 19 14.55%
5 3 60 165.3 151.9 13.4 8.11%
5 1 40 100.5 85.1 15.4 15.32%
6 1 40 95.3 84.1 11.2 11.75%
6 2 50 117.2 103.2 14 11.95%
6 3 60 145.8 130.9 14.9 10.22%
6 4 70 180.5 176.6 3.9 2.16%
6 5 80 191.7 170 21.7 11.32%

Table 14. Potential Savings Through Normalization
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the potential cost savings achievable through normalization of all projects, beginning

with project cycle two.

These savings are possible since normalization removes the inefficiencies which lead

to smaller COCOMO coefficients, which in turn, lead to "tighter" (i.e., smaller) cost esti-

mates. On the other hand, the conventional calibration strategy produces higher calibra-

tion coefficients which subsequently lead to larger size estimates (Figure 12). As

discussed in Chapter H, these higher-than-ideal estimates significantly influence the pro-

jects final results. Work expands to fill the available slack time, and the self-fulfilling

prophecy of Parkinson's Law is realized once again (Boehm, 1981, p. 592).

Estimated project productivity was calculated as a measure by which the effects of

project size underestimation could be observed on project behavior and outcome. Its cal-

culation differs from that of actual productivity in that the actual size of the project

(KDSI(act)) is divided by the COCOMO-generated estimate of project cost based on no

size underestimation (MM(est)). With post-facto knowledge of a project's actual size, an

estimated project effort value can be generated for the denominator value (MM(est)).

Figure 13 plots estimated project productivity versus project size for project cycle one

and both the conventional and normalized estimated productivity values for project cycle

six- It is clear from the plot that estimated productivity decreases as project size increases

in all three instances.

As defined, the estimated productivity value should "shadow" the actual productivity

value as it relates to the COCOMO-calibrated project effort estimate. When compared
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against actual project productivity, estimated project productivity provides an indication

of the relative accuracy and validity of the software estimation tool and its calibration co-

efficient. Figures 14, 15, and 16 compare actual versus estimated project productivity as

a function of project size for project cycles one and both the raw and normalized in-

stances of project cycle six, respectively. In Figure 14, the trend toward convergence of

the actual and estimated productivity values appears loosely related to initial project un-

dersizing. For example, the project with the smallest size underestimation (80 KDSI with

10% underestimation) has an actual productivity figure closest to its estimated productiv-

ity value. Likewise, the actual productivity of the project with the largest undersizmng (70

KDSI with 501/o underestimation) is furthest away from its estimated counterpart.

From Figure 13, it is evident that the conventional COCOMO calibration method has

lead to estimated productivity values in project cycle six approximately 10 percent more

than similar projects in cycle one. The normalization method yields values nearly 41 per-

cent higher than cycle one. Nevertheless, from Figure 15, conventional cycle six actual

productivity values exceeded their estimates by between 5.1 and 14 percent. With the

exception of the largely undersized project (70 KDSI, 50-percent undersizing), the nor-

malization strategy, shown in Figure 16, provides the best "fit", with estimated produc-

tivities exceeding actual productivities by an average of less than 1.5 percent.

This fact is also confirmed by using the completed project results for ex-post-facto

evaluation of the accuracy of the COCOMO estimation model. The percentage of
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relative error in the accuracy of project cost estimation can be caluclated using the fol-

lowing equation:
10O0* IAMact)-4Mest) i

Percent Relative Error =MAI(act) (4.1)

Eqcation 4.1 is used to determine the accuracy of the base case estimates generated under

both the conventional and normalized calibration strategies in cycles two through six of

the exercise scenario. Figure 17 is a plot of the average error for all projects by project

cycle, and the results suggest that the accuracy of COCOMO project cost estimation in

this scenario favors the normalized calibration model over the conventional model.

C. EFFECTS OF NO UNDERSIZING ON BASE CASE RESULTS

Having concluded an examination of conventional versus normalized calibration

strategies in a scenario that included both learning and undersizing (base case), the pro-

ject set was re-simulated under similar conditions, but assuming no undersizing. The

methodology was identical to the base case, with the exception that the SD simulator in-

put UNDEST was set at "0" in each project simulation to reflect "perfect" size estimation.

Appendices D, E, and F document the results of these re-simulations, again modeling

both the conventional and normalized calibration strategies. The results are summarized

in Table 15.

A comparison with the base case results (Table 13) reveals some interesting findings.

With no undersizing, individual productivity improved in all projects and across all pro-

ject cycles with respect to their undersized counterparts. In 18 of the 30 project serials,

however, the percentage of improvement in productivity realized through the
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normalization process, was less in this scenario (no undersizing) than in the base case

(with undersizing). This is reflected in Figure 18, where a plot of the average improve-

ment in productivities as a result of normalization shows minimal variance between the

two scenarios.

Composite cycle productivities within the domain of the "no undersizing" scenario,

again showed a significant improvement over the span of the six project cycles, with the

conventional strategy yielding an improvement of 32.3 percent, and the normalization

strategy 43.7 percent. These productivity improvements (without undersizing), however,

are only marginally better than those realized in the base case (with undersizing). Figure

19 presents a graphical summary of composite cycle productivity, comparing raw and

normalized results in both the undersizing and no-undersizing scenario. It is evident that

by the third project cycle, composite productivity under the normalized calibration strat-

egy surpasses the productivity values achieved under the conventional calibration strat-

egy, regardless of whether or not the project's size was underestimated. This finding

suggests that normalization may be an effective tool that can help offset the negative ef-

fects of project estimation undersizing. Nevertheless, further research is required to sup-

port this claim.

Estimated productivity comparisons under this scenario reveal some interesting re-

sults. With no undersizing, actual and estimated individual project productivities are

nearly identical in cycle one (Figure 20). These values are the same in the conventional

and normalized cases, since the initial effect of the normalization process is not evident
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until project cycle two. However, using the conventional strategy (raw data), estimates

of productivity begin to drift, and by cycle six lag actual productivities by a range of 6.8

percent to 10.86 percent (Figure 21). Conversely, normalized data continues to produce

precise estimates within one percent of actual productivity values in cycle six (Figure

22). This would indicate a more responsive calibration of the COCOMO constant by the

normalization process in this scenario.

The relative error in the accuracy of COCOM(Ys project cost estimation under con-

ventional and ncmalized calibration strategies is quite dramatic in this scenario of no

undersizing, as can be clearly seen in Figure 23. With "perfect" size input, normalization

of the data results in consistent COCOMO cost estimates across all project cycles, with a

relative error rate of less than one-half percent Conversely, while conventionally-

calibrated COCOMO produces "tight" cost estimates in project cycles one and two, the

error rate balloons to nearly ten percent by cycle six.

D. EFFECTS OF NO LEARNING ON BASE CASE RESULTS

In this experiment, the project set was re-simulated in a scenario which included un-

dersizing, but assumed no learning between project cycles. The methodology differed

from the base case only in the fact that the SD simulator parameter DSIPTK remained

fixed at the default value of "60" for all project simulations. This effectively eliminated

the learning assumption, by modeling the experiment with a "flat" delivered-source-

instruction-per-task rate from cycle to cycle. Appendices G, H, and I document the results

of the experiment.
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Results of the experiment are summarized in Table 16, and show that while individ-

ual project productivity using the conventional calibration strategy varied between .26

and .35, composite productivity through the six project cycles decreased marginally from

.317 to .311 (1.89 percent). In this scenario (undersizing but no learning), the normali-

zation strategy yielded minimal improvement, at best, over the conventional strategy in

terms of real effort (-2.92 percent to 6.54 percent), individual project productivity (-3.85

percent to 6.25 percent) and comr site productivity (.33 percent to 3.57 percent). In ad-

dition, with normalization, composite productivity over the six project cycles improved

only trivially from .317 to .318 (.315 percent). These composite productivity values are

graphically represented in Figure 24, and provide an important observation. The findings

suggest that, in an environment devoid of learning, both the conventional and normaliza-

tion calibration strategies are largely ineffective in improving productivity.

Similarly, both estimated productivity and relative accuracy values are inconclusive

in this scenario. In the case of the conventional strategy, raw data values produce under-

estimates of productivity averaging 4.5 percent, while the normalization strategy yields

overestimates averaging 8.9 percent. The accuracy of project cost estimation favors the

conventional COCOMO calibration strategy in three of the five project serials, besting

the normalized model's average relative error rate, 6.08 percent to 7.62 percent.
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E. THE EFFECTS OF OVERESTIMATION AND UNDERESTIMATION OF

PRODUCTIVITY ON SIMULATION RESULTS

The final series of experiments examines the impact of overestimation / underestuma-

tion of productivity on project set results. In this scenario, we again assume undersizing

and no learning, as in the previous experiment. However, this experiment explores the

effect of misrepresenting productivity by virtue of how a "task" is defined.

Central to the notion of variable task definition is the situation where different soft-

ware development organizations require different development efforts to design and code

projects of a similar size andscope. Consequently, where DSI is constant and fixed in

both organizations, the value of "task" becomes the determinant with regard to measuring

effort.

First, the project set is re-simulated with underestimation and no learning, but with a

DSPITK value fixed at 75 percent of the nominal case. The nominal case default value

of the SD simulator is "60", hence, the input metric is set at "45". Cost and productivity

values are calculated in the usual manner, using both the conventional and normalization

calibration strategies. Data and calculations are presented in Appendices J, K, and L, and

are summarized in Table 17. A comparison with Table 16 values (undersizing, no learn-

ing, nominal DSIPTK value), and employing the conventional strategy with raw histori-

cal data, reveals significantly lower individual project productivities in each instance.

Likewise, composite cycle productivities fall by 15.5 percent to 17.8 percent. The effects

of normalization under these experimental conditions are negligible. Both individual
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project productivities and composite cycle productivities are virtually unchanged despite

normalization (improvement range of-.38 percent to 2.37 percent).

Next, the DSIPTK value was set at 125 percent of the nominal case, or "75", and the

projects re-simulated yet again with all other conditions unchanged- Supporting data and

calculations are presented in Appendices M, N, and 0, and are summarized in Table 18.

Results under the conventional strategy reveal a global improvement in individual project

productivity. Similarly, composite cycle productivity improves by an average of 10.34

percent over Table 16 (nominal) values. The effect of normalization in this scenario,

while not as dramatic as under the learning assumption (Table 13), nevertheless improves

composite productivity by an average of 11.96 percent over the Table 16 values, and

yields an improvement over conventional strategy values ranging from 2.09 to 4.85

percent.

Figure 25 is a graphical representation of composite productivity under all exercise

conditions described in this section, and includes data carried forward from the previous

section (DSIPTK- 100%/.) for comparison purposes. The composite productivity posi-

tioning is readily apparent and appears directly linked to DSIPTK values'percentages.

The figure also provides a view of the effects of normalization on each of the three data

sets. Clearly, the higher DSIPTK values yield the more significant normalization benefit
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V. CONCLUSIONS

A. SUMMARY OF FINDINGS AND IMPLICATIONS

The major objective of this thesis was to use simulation modeling to replicate the de-

velopment of a set of 30 hypothetical software projects, the results of which were used to

evaluate two competing calibration strategies for the COCOMO software estimation tool

in four experimental scenarios.

1. Phase One

In phase one, the simulated project costs obtained by applying the conventional

calibration smregy, were evaluated against a similar set of cost values obtained by

applying the normalized calibration strategy in a scenario which assumed both learning

and underszing. The normalization process contributed to significant increases in both

individual project productivity and composite cycle productivity. The experiment

demonstrated that normalization provided the organization with more optimal calibration

coefficients which, in turn, lead to more optimal cost estimations. As inefficiencies were

eliminated in project cost estimation, simulations produced projects with lower actual

costs, and hence, improved productivity.

The experiment also demonstrated that the normalization strategy provided the soft-

ware organization with the potential for significant future cost savings. The normaliza-

tion process effectively removed many of the inefficiencies associated with undersized

projects. Consequently, archiving normalized cost data in the organizational data base
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vice the actual project results, produced more optimal estimates when identical projects

were re-simulated following model calibration. In contrast, as a result of higher calibra-

tion coefficients, the conventional calibration strategy produced consistently larger and

less optimal cost estimates.

Post-facto knowledge of the projects' actual size was used to calculate two related ex-

ercise metrics, both of which provided an indication of the relative accuracy and validity

of the software estimation tool - estimated productivity and relative error in cost estima-

tion. The normalized cost data produced the strongest correlation between actual and es-

timated productivity results, indicating that the model provided more accurate estimates.

This was confirmed when the computed accuracy of the base case COCOMO estimates

clearly favored the normalized calibration model.

2. Phase Two

In phase two, the base case results of phase one were compared with simulated

results of a new case assuming learning, but no undersizing. With no undersizing, both

the conventional and normalized calibration strategies produced global improvements in

project productivities over base case results. Normalization again provided cost benefit

over raw historical data, but in this scenario, the average improvement in individual

project productivity was less dramatic than in the base case. Similarly, composite cycle

productivities were only marginally improved over their base case counterparts. These

findings suggest that normalization may be an effective strategy to counterbalance the

detrimental effects of initial project undersizing. Both estimated productivity and
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relative accuracy solutions in this scenario revealed that the conventional calibration

strategy produced increasingly suboptimal model performance over the six project cycles

Conversely, the normalized model continued to prov•i!e extremely precise estimates

throughout all project cycles.

3. Phase Three

Phase three re-simulated the project set in a scenario which included project size

underestimation, but no learning. Normalization was least effective in this scenario,

yielding minimal improvement, at best, over the conventional strategy in all key cost and

productivity metrics. The findings suggest that without learning, both the conventional

and normalization calibration strategies are largely ineffective in improving productivity.

A comparison of relative model accuracy was also inconclusive in this scenario.

4. Phase Four

The final phase of the experiment investigated the impact of both underestimation and

overestimation of productivity on the results of the phase three experiment. First, with

productivity underestimated by a factor of 75 percent of the nominal case, all productiv-

ity metrics were degraded, and normalization had a negligible impact. Next, with produc-

tivity overestimated by a factor of 125 percent of the nominal case, all productivity

values showed improvement Normalization was again effective in this scenario, but less

dramatically than in the base case (learning and no undersizing). Productivity in this sce-

nario appears directly linked to the concept of variable task definition as it relates to the

number of delivered source instructions per task (DSIPTK). In addition, the effects of
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normalization also tend to follow this DSIPTK movement - the higher DSIPTK values

yield the more significant normalization benefit.

B. FURTHER RESEARCH RECOMMENDATIONS

Three interesting research directions could be pursued as follow-on to this study. The

first possibility is a validation of the findings of this simulation-based study by conduct-

ing an experiment in a real organization to compare the two strategies. Second, the cur-

rent normalization strategy seeks to eliminate the inefficiencies caused by undersizing.

The SD simulator could be used to examine the possibilities of eliminating other sources

of inefficiency such as the misallocation of staff resources. Third, the normalization

process requires repeated simulations to arrive at the optimal cost solution, and as such,

is quite labor and time-intensive. The possibility for automating the process, perhaps em-

ploying artificial intelligence techniques, could be investigated.
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APPENDIX A. CONVENTIONAL CALIBRATION STRATEGY:
BASE CASE

CYCLE 01MM 08W

2 0 10 40 11.45 1710-4.
2 1 1.5 s. 26 1 o IW 5

3 100 0 80 42 121.5 14.5 .6
so 100 1W 14.

M 0 40 10 20 60m 11312.=1
2 14 5D 10S. 45 91412 14"s 37203

45 7 1 20 3046 86 21305 17.9 2i1, 19

1 087
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APPENDIX B. NORMALIZATION DATA:
BASE CASE

CYCLE #1. PROJECT #1 CYCLE #1. PROJECT #2

40 18L5 M y0 1146 50 16.6 149.f 140.4
40 +-16. I is 11.3 50 W6 145 ¶4.6

40 ~- -~160 112.7 so _____________

-0 1M 5 40 16.6 140 142.9
0 1&9 " 13.4 50 16.6 135 143.

40 115 00 1133 so 16-6 136. 143.14 150 s 18.8 126 142.9-
S--------------•.F •11

I so II i-s IK I2 42-111 .4 10 W 115 1.

CYCLE #1. PROJECT 03 CYCLE #1, PROJECT A4

U 19.9 151.6 157.3 70 21.9 245.8 243.7
S0 19.9 10 160.1 _ 70 21.9 235 234.1
so 19.9 170 176.9 70 21.9 220 219.6
6 19.9 160 174.4 1 70 21.9 210 212.3
to 19.9 155 173. 70 21.9 200 207.9
60 19.9 150 173 70 21.9 190 206.3
60 19.9 14 ___ 70 21.9 166
60 19.9 140 173.4 1 70 21.9 175 204.7
I o 19.9 135 i 174.3 -0 21.9 170 205.3

CYCLE #1. PROJECT #6 CYCLE #2, PROJECT #2I•€. iE• (.•min, .won m ,imm ,,msa TE m e• MMt~ (,4) 1, . ,,MM(d
S24Z3 24.37 18. 142.7 142-3

6.3 235 242 50 18.3 130 131.3
00 22.3 225 23&.8 50 18W3 120 130.4
60 22.3 220 237.6 50 18&3 115 128.9

6 22.3 215 236.6 50 18.3 110 128.4
60 22.3 210 236.5 50 18.3 105
80 22.3 I 205 50 18.3 100 128.7
60 22.3 200 237.2 50 18.3 95 130
W 22-3 1 1 238.2 2

CYCL #2 i~-

CYCLE #2, PROJECT #1 CYCLE #2, PROJECT #3
M fel tI r:(mm M(00 M,'t KDSI (est) TDEV (est); MM fest) MM~at

0 16. 10.6 10. w 6 18.6 165.9 165.5
40 M_.3 100 102.5 60 18.6 150 159.5
40 16.3 90 102.2 60 18.6 135 155.940 W 63 165 101.2 60 18.6 130

40 16.3 60 18.6 125 155.7
40 16.3 75 101.7 O 18.6 1120 156.8
40 _16.3 70 1 103.3 60 18.6 110 1 ic1.1
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CYCLE _2 _ PROJECT 05 CYCLE #2, PROJECT #4
nu fe olVdem; NMI ,e mmo'%, xr KMem =ITEVC MI mmma C

7O 1.4 2 z77.9 w20G 70 19.6 ZU7.7 O3
80 21.4 240 _ 239.3 70 19.8 170 186.5
80 21.4 210 21&5 70 19.8 180 184.2

80 121.4 190 21&4 70 19.8 15580 21.4 185 70 19.8 150 184.5
80 _ 21.4 ISO 213_3 70 19.8 140 186.880 21.4 175 213.8 ,

80 21.4 170 215.5 i _ _

CYCLE #3. PROJECT #4 CYCLE M. PROJECT _3

70 19.2 . 150 169.8 60 so 18.9 130 144.6
70 19.2 M14 149.32 1 _0 189 15 143.5

TO______ 19.2_ 140__ 693 0 18.9 1_____0_

70 19. 1375 3o 1_____ 9__115____ 143.7__

70 19-2 135_ 169.3 so__________144.5_70 19.3.6 10 1169

..........

CYCLE #3PROJECT1CYCLE ft. PROJECT #2

40___ ______ 704. 19.4 140. 1Z58

40 204.3 so 195. 9 719 135 117.940 18.3 T7.5 50 16. 9 5•
40 12.3 75 50 _-.9 90" 1116040 18.3 70 72. 5 4 5 1 69 4 1 9.8

9422

40 18.3 70 195.1 "
40 18.3 80 9e. A

CYCLE #3. PROJECT #5 CYCLE #4. PROJECT 1/4
K,0)5I fet) iT (am)I~t mm (m)t mm (am, on ,lt0evt fou•~tl Imm (00t mum It

so 20.4 229.9 28.8 70 1.4 18 18.
80 i20.4 200 202.7 170 19.4 160 1l2ze
80 20.4 180 197.8 70 19.4 140 158.8

" 80 20.4 170 195.6 70 19.4 1135 157.9
80 20.4 1 167.5 '70 19.4 132.5
80 20.4 165 195.4 70 19.4 130 1157.5
so 20.4 1 162.5 1"96 70 19.4 125 158.4
880 1 20.4 204 1'-16-0 2. 195.6 170 19.4 12D 159.8
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CYCLE 04. PROJECT #1 CY__CLE #4, PROJECT #6mm(a o) I-- a I mm (0)m a

40 1. 92,3 w28 19.8 199.9 1fa-.1

40 16.4 70 86.9 80 19.8 170 185.4
40 16.4 67.5 86.5 80 19.8 160 182.9
40 16.4 65 so80 19.8 157.5 182.3
40 16.4 60 so88.6 60 19.8 155
40 16.4 50 1 94.6 80 19.8 150 182.3

o 80 19.8 145 183.3
so 80 19.8 140 184.3

-8s-, 19.8 135 10.7

CYCLE #4. PROJECT #2 CYCLE #4, PROJECT #3
(a T-DE•v ( MM MM (M I mtm -K= tod n•=v ted) IM€= M

50 __ 12B 1_-5 - 17.6 1 301
50 1. 10 17.6 115 133.8

0 18.7 96 110.6 60 lr16 110 1332
50 18.7 90 e6 17.6 107.5
50 18.7 We 110.9 _o 17.6 105 132

___0_ loo__ 1",__ ____ __ _ 6 7 0 133.7

50 18.7 s0 113.1 60 17.6 100 133.7
60 S 17.6 85 141.3

CYCLE M6, PROJECT #6 CYCLE #5, PROJECT #4

0 19.9 15 1814.3 ___ 70 18.3 130 149.3

so 1_9_ 155 6 7 17& m 18.3 120
80 19.9 145 171.8 70 18.3 110 149.7
so 19.9 142.5
s0 19.9 140 t71.8
s0 19.9 130 174.4

CYCLE M, P CT2 CYCLE S5, PROJECT #3

50 16.9 100 106.1 0 [19.1 151.96144.95o meg i100 106.1 eo i 19.1 120 19
50 16.9 90 104.6 so 109.1 110 q12
50 16.9 85 103.7 60 " 191 105
50 16.9 so 600 19.1 100 1282
so 76.9 75 0_. -- 60 19.1 95 128
50 16.9 70 106.8 60w 19.1 90 130.1

80 0 19.1 i so i 132.4
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CYCLE #5, PROJECT #1
KDSI fest) I"rDEV (ad)} MM (es t) MM at

40 15.5 W 85.1 84.9

40 15.5 70 82.5
40 15.5 65 81.5
40 15.5 62.5 81
40 15.5 60
40 15.5 55 82.9
40 15.5 50 _ 86.4
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APPENDIX C. NORMALIZATION CALIBRATION STRAT'EGY:
BASE CASE

CYCLE Slotm Dow

und-w-M-S" wims
qu GrA I 12D.9

2 4-0 11&4 1 I&S
3 74U-f- .5 19.9121 5 16-5-TW- -- W- 3-6 1 -04 245A 212

00 242.3 223

WNW Mm"wo a 012 1 ýCV2 cmpprod
11&4 laps 40 zw I zw4

so 1462 -- 14U- 14M sm am -- F3-3
s -- law- --Tlr-ý j4 1 28M ow- lism - Uw- -
4 1 44M 7ow Ism

I am lom 13-5

CYCLE 92 okwalftod ca"

0% Ar ism UNKM I40 39
35 140"1

Ix-- =9:= 20 46 1
-- IN- I 2rFA

Z4

mWo Aw I Tam of
1 10 IOTA ON

I ; 
IOU

Sol =4.1 4"a US
212m

I"-4n

CmEnoomis"Do"

4 140 i35 imp_3 rýr -
1 40 two" I I

-w- -- w- Iw I I"
140

MGM_
Ilm- em

3 14" 74 Gm I Iý

I -TIM 
2ý 2=4 

IITJ --- = : GAI
zwu I lag gm

CVCLES4 Do"

lumr7n WUWAWMý ý -
4 1 1" 1 1 mm i

i $W 40 30 N 1 02 ow"A
Ift so 

IM2

MISM ANUMIL IMMM! Q
79 Mrs Im TorA w

W lum i Ism 0.4
I've In 3m Zý ojo

14M 1 13" 1 132A ffm
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CYCLE 05 PbmMftsd Deb) I

lam loan "m TOEV
-8D 40 0 - "M W 192

4 ?T- -10 140 6.4
9- 7Wtar- --- N- -- 3v-

s -- Tm- -- GT- A I -- iwi-
Tfr- -- W- -- N- -70-- M5

XWOM cosmcwo
86- 215.14; 147. ?So 1 5-- w- 1 -07 12041 -- OA-
50 lio.i I I -TA-5

3 IN.1 74 QNI-
.1 S&I 48 3ý -29m 1 295, -TT- -o77FY- -TI-is

47-=1
CYCLE so ("amobw 04"

M KM I" I LkdWfl (me] TIEV
40 48D 24 54.1 W7

2D 4D BIB 1032 162
30 42 0&1 -1302 17.5

70 SD 71.1 1 19.5I" 170 9

Fqftý go= w Q RWA[MWIQVAM SMQ-j coma"I pmom2ov Go= Rod
I I 4D --L-VIA sci 1- 45 1 0 2W4 "MR- OA3 I

T- 2 1 OA
I j " 1 2 0 3 ftft I

3 '74- 0 5 sm lism 1
4 1 70 1472 1 175A 1 97 1 0 0 rim mm

I J* 1 "W.3 1 170 1 1 log 0 1 loom 1 29M 0 .2A74 0461
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APPENDEK D. CONVENTIONAL CAL11BRATION STRATEGY:
LE %,RNING - NO UNDERSIZING

CYCLE 01 Aw Dft MM DSFM NO UPMERSUM
-Um I mum-Afm -A WNW fav

1 40 1 W4.4 I"
0 so 172
0 f 17.9 IM3
0 70 1 19 212

I 2D -Iwr- 21.9

mi %f PJM 29 W093 qm!lý

2 3D U13F IWO -- Vl- -Mg- --- fAW- --3W- -7MW-- -aW--
3 1ý ID -37U- -TN3- -T4- -TfMr- -- 274W- -fFJW- -63F-
4 1 70 2DA_ ?w 0.33
5 8D "o 10=

CYCLE 02 OW Deb. IW% MnK NO UCGMMW

vow-im) I PWA MR TEIEV imo I I w
2 1 IM w u I ou 1&7 1 $ 1 17.9
1 13D 40 0 1 40 IW9 Z.3 li" I"
3 OD 0 SD ITT- 1792 Ill
5 W u
4 i tz -i 70 _0

PMLSWW Kim ým um sm 7ý C=mm
z 30 3m
1 40 116.9 -Titw- --2m-l 034

3 40 - IU IM2 74 "Iff 27M 3410 11
3 w za 241.2 lw - 2M __TM ioDoo I ;m
4 m mi 7M 750 i 220 2.41--- 0.33 QMS

CYCLE 83 Obw Oft UM DWK NO UNDERSONG)

mimpm uoqm) KM(@WWv& Im Mftn- TUEV MR
ou 70 2MA 20LI 3&1

3 $4 W _W___ 17.9 __lY4_4 IU_
1 40 0 -- ffEf- -7j&T-
2 77. _5
5 

8m
hemocim NWALOMM -(M CAGINUM arcamm, compmo

4 1 70 1 2um AIMI 57 17=1 17M rim
1 177.4 lF4.4 74 5471 13M 0.34

IIZ7 46
2 w i W, -143.2-- $1-- __3_r7_ -- 17MW-- -- ON-
5 5D I ZW 2VA "D 0ý 7XU§77 --- ON-

CYCLE 04 Ova# DdL M% DSFM ND UPOERSM0

RIMS" LWAFP'TK M KUM MWLUnWM) KM 00 -MLOW (OU a Tvu
4 1 IW 70 1 0 70 291L3 W9 IVA
I I Iw 40 1 0 40 igW-- W
5 ISD w 0 so 235 les 222A 19.7
2 W- so o
34 Iw -- K-- -- w- U14

'Tom= M OXMPM'3W_
71MD low " PC rim

1 40 It" IM2 sm Nor� sm
5 F=l= 2nA_ =F_ ZW___4_3W_! -mw

jFM4&5 M4 1 61 we Z=4 go;
i*W- olve 1 290M 22- 0-y 1 I&J37
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CYCLE 85 (Raw Data, 180% OSIPTK. NO UNDERSIZING)

P~jSODIT(lDIaq Uder% K~eat) eat 0a ad - E(act
5 180 80 80 219. -9. 025 20

to To10 7 0 7 9. 18.4 l--* 178 19
2 180 ----- 0c- 50F 1338 61 - 215 - 16 -.l-

6 1 0 600 - 162 173 j----. 14 18
1 - -40 0 40 105.8 14.7 -i56 1s

KS(act)M (est MMact) Wad rsum MadIM 0. sum (Y ofim-Puirve CmProd
5 80 21. 7 202.5 100 2025 ___ 025 10000 10000 04

4 70 190.4 174.8 87 -1208 36458 __ 75_7569 56904
2 - 50 1j33.8 121.5 61 1412 42870 3721 21290 041
3 60 162 148 74 10952 - 53822 5476 26766 0 (-41 - ~
1~ 40 105.8 96.6 48 4589 541 204 200 20 0,42 0 404

CYCLE #6 (Raw Data. 200% DSIPTK. NO UNDERSIZ ING)-----

200 4U 0 4U 96.7 142.7Z 14.9
2 200 50 0 50 122.2 15 ---. 111.4 16.2

200 60 0 60 148 16.7 135.3 17.3
4 200 70 0 70 174 17.8 59.7 1. __ ___

5 20 8 0 s0 200,2 18-7146 1.

I9467 87.7 48 4210 4210 23034 204 0.4b

750 122.2 1114 61 6795 11005 3721 6025 0.45_
4 0 174 159.7 87 13894 !34911 7569 19070 0.44
5 o 200.2 184.6 100 18460 53371 10000 2906706 1.84 0.43 044
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APPENDIX E. NORMALIZATION CALIBRATION STRATEGY:
LEARNING - NO UNDERSIZING

CYCLE Ill (Notmml•l t]t•, 100• DSlPTK. NO LINOERStZINIG))

•PmI.SenstlOSIPTK(%)IKDSI(•)IUn•I•I%):KDSIIe•,I MMIe•) TDEV(al}I MM(act) TDEVIa•I1

1 i 100 40 0 40 ' 1154 152 1154 165
2 100 50 0 50 1459 166 •. 14L•9 179
3 100 60 0 6-"Q• • 179 •783 194

4 i 100 i 70 0 70 207 8 19 • 212 20 7
I" 5 100 80 0 80 239 20 24• 7 2'• 9
, j .,-sN,' •ms, I•) • .u •) I • •"•'•1 o Iu. •.•'• .. m UUI• I'O' O*2 ' sum o'2 ',coe.=• !•0d==• co•p•1 4o ,,11•4 ,,•,'4 ,1126 : .8 , •;,. I .14 23. ,23o. ,o..,• I

2 ' 50 ' 1459 1459 14• ' 61 8686 '4100 3721 6025 0 34 /' 034
60 ; 1787 178-•'•'--•726 ' 74 12787 ' 29687 5476 ' 11501 __ . 0•-

4 70 207 8 212 204 3 67 IT774 44661 •,•"9

I CYCLE =2 (Nom•l=•l IDWa, 120% DSlPTK NO UNOERSlZlNG)12o . •, __ __ 1429 165' 1424 . I
•3/. 1,,=

1 120 40 ; 0 : 40 113 151 •- 1126 184
3 12Q 60 ! O 60 "•73 17 7 172 6 18 9
5 • 'r20 80 I 0 I 80 i 2341 l 199 • 2337 ; 2t 2
4 120 70 ' 0 ' 70 ' 203 4 18-8 ' 203 1 20 1S, ! ! ' I !l.,•s.,-,' K•,(.=)! -,(,=)'• .,•.,=) [-=.'.r•l; o l=,•,•ro=,m-•w•om-o! o• =•0-2 ,co.•=.mi•=.=.•co•p•.•

| 2 ! 50 ' 1429 11424 ' 1279 61 , •10"2 t 78)02 ! 3721 { 3721 I o• /
| 1 40 .3 1126 , •0•.__ • ; •.• i 1•o ', 23°4 I 6o26 , 036 -I
I 3 ! 60 ' 173 i !726 1588 : 74 11•-4 ! 24174 5476 : 11501 ' ! 035 J
r 5 ! 60 2341 2337 ! 21•9 • 100 • 21290 • 45464 •0000 ! 21501 034
J 4 ' 70 2034 2031 i '1839 ! 87 ; 15•9 : 81463 ! 75• 129070 ' 211 ; 034 0•7'•7•]

cYCLe =• • o.t. 14• os,•rK NO UNO•RS•N•>•
•'• S,,.., • OSP•K {,.} KOS, {==), u.• {•) K•, (.,=> I • (,,m : TO• (.,.• •I.=} ;m•v (,,=;

4 ; 140 70 • 0 70 • 182 7 ; 181 182 1 19 3
3 140 ' 60 0 60 I 1554 17 1547 ' 182
1 140 ; 40 i 0 : 40 ; 101 5 i 14.5 101 4 i 15 6

50 0 • 50 ' 128.3 158 -- 127 9 17 1'• 11:0° i 60 , 0 i 2101 ; ,,--•-
• 80 ' 2o9.4 i 20.3

•,I •,,.=, i-,•-• •.=• i-•',-.•• o i-(,-,,r•,=•-o,: o.2 !wo-2 i•.,=.•=,• ,•
4 ' 70 ' 182.7 • 1821 i 16•6 87 l 14686 ' 14EE• 7569 i 756• 038 /

• I ' 40 : 1015 , 1014 ! 927 I 48 t 4450 29703 2304 1 15349 1 039 ' '-- J
2 [ 50 = 128.3 127,9 1171 ! 61 ! 7143 ; 3•846 3721 ' 19070 • 0 3•) if

• 5 i 80 12101 (r 20'94 1•).6 100 !19560 : 56406 ' 10000 '1 2•070 !1 194 ; 038 I (•3•7 I

• ; CYCLE =. (•o,,•=.o ore. 18o% osmx. NO U•OEeS•Z,•)}

4 160 ! 70 • 0, , TO 1157 9 : 17 5, 167 5 187
1 160 i 40 0 40 i 93 3 14 • 93 1 15 4
5 i 160 ; 80 0 "-BO 1 193.2 166 1927 197
2 !60 50 0 50 , 118 153 • 1177 166

3 I 160 ; 60 ; 0 60 1428 165 1423 177

• .,*I.• I o l•.•ml'Ol•mMMmo,,•f'Qi c
4 70 167 9 ' !6"•.5 ' 157 , 87 13659 i 1365• i 7569 'r 7569 i 0 4 '
1 40 93 3 • 93 1 86 4 48 I • 4147 ! 17606 2304 9673 0 43 l

60 1932 192.7 182.2 100 ; 18220 36026 1000(• ' 19873 ; 0 42
50 118 1177 "-•09 61 1, 6649 ; 42675 3721 ! 23594 042

3 i 60 142 8 142 3 132 9 , 74 9835 ', 52510 5476 29070 1 81 0 42 0 421
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CYCLE 36 (Nommumsd Oata 1800talOPTX. No LINEOUSN))

5~~5 *3 180, 1a"0*" ,18 179 6 292 -

4 180 70 0 70 1567 171 156 183
2 180 50 0 50 1101 149 1096 162

3 180 60 0 so 1333 16 133 173
1 I10 40 0 40 871 137 867 5 _1

IPOts#r! KQ l 1 MM(r80 M ) WlFM-oflrl, o Uh rrO 0-2 sum 02 Coftero% vdy C-op,
I- 8o 10o3 l 17e I13 10 17130 11130 1000 1000oo u 4

4 70 1567 1561 1476 87 12841 29971 7565 17569 045
2 50 1101 1096 1025 61 6253 36224 3721 21290 2046L

3 50 1333 133 1244 74 9206 45430 5476 21766 __- " 045 .

40 871 67 80 7 48 3874 49304 2304 29070 17 06 05

CYCLE •6 (No TTUI. Oata 200% OSIPTK NO UNDERSIZING))
P::no.,eml j DSIPrTK (%}, KMSI (acl) =~~e 1%) KDSI (qW} UPM (es;) -- o MOV(e)iM az T• i•

_____200 40 0 : 40 618 J133 814 147
2 200 50 0 50 1034 146 103 159
3 i 200 8 s0 0 80 1252 157 12471169

4 200 70 0 70 1472 167 1468 179

5 $ 200 8 ' 0 80 ,163 176 1685 1 188 a _

SPm% eOMII Kad too) MM(ts) Wytt 1 k*Al ) a nmwr'wlsum mormw'Q 3-2 '1 72' COMM ucttty Ccm Prod

40 518 814 48 2 30z4 4 W49 '
S2 so 1034 103 61 0 0 3721 8025

3 60 1252 1247 74 0 0 5476 11501 048

4 70 1472 146857 0 7568 1T9070 048
S g80 1693 1685 100 0 10000 29070 047 048
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APPENDIX F. NORMALIZATION DATA
LEARNING - NO UNDERSIZING

CYCLE #1, PROJECT #1 CYCLE #1, PROJECT #2
KDSI (est) 'TDEV (est) MM (est) MM (act) KDSI (est) [TDEV (est;) MM (est) MM (act

40 16.5 115.4 115.3 50 17.9 145.9 146.4
40 16.5 110 114.2 50 17.9 135 144.1
40 16.5 105 114 50 17.9 125 143.1
40 16.5 100 112.9 50 17.9 120 142.6
40 16.5 95 112.8 50 17.9 115 142.4
40 16.5 90 112.9 50 17.9 110 143.1
40 16.5 85 112.9 50 17.9 105 143.5
40 16.5 80 113.6

CYCLE #1, PROJECT #3 CYCLE #1, PROJECT #4
KDS",KIM (est) i mm (cid) KOS! (est) ITDEV (est) MM (est) MM (act)

60 19.9 i178.3 78.8 70 20.7 212 212.5
60 j 19.9 155 1 173.2 70 20.7 190 205.9
60 19.9 150 173 70 20.7 180 204.5
60 19.9 145 172.8 70 20.7 175 204.3
60 ; 19.9 140 1 173.4 70 20.7 170 204.6
60 19.9 135 174.3 70 20.7 165 205.3

_ ._ I70 20.7 160 205.8

CYCLE #1, PROJECT #5 CYCLE #2, PROJECT #2
KDSI (est) TDEV (est) 1 MM (est) i MM (act) KQKDSI (est 9TDEV (est) MM (est) mm act

80 21.9 246.7 247.8 50 17.7 142.4 1,142.1
80 21.9 220 237.8 50 17.7 130 131.2
80 21.9 1 215 236.9 50 -17.7 120 130.3
80 21.9 210 236.5 50 ! 17.7 115 i 128.9
80 21.9 205 236.7 50 17.7 [ 110 128.2
80 I 21.9 200 237 50 17.7 105 1 128.2
80 21.9 195 237.8 50 17.7 102.5 127.9
80 1 21.9 190 238.6 50 17.7 100 128.5

__1_ . _ 50 17.7 95

CYCLE #2, PROJECT #1 CYCLE #2, PROJECT #3
KDSI (est) TDEV (est) MM (est) MM (act) KDSI (est) TDEV (est)i MM (est) MM (act)

40 16.4 112.6 112.2 60 , 18.9 172.6 172.3
40 16.4 100 102.9 60 18.9 150 159.4
40 16.4 90 102.1 60 18.9 135 156
40 16.4 85 101.6 60 18.9 132.5 155.6
40 16.4 80 101.2 60 18.9 130 155.6
40 16.4 75 101.9 60 18.9 127.5 155.6
40 16.4 70 103.5 60 18.9 125 155.6

_ _ _.___._60 18.9 120 157.1
. 60 18.9 110 161.9
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CYCLE #2, PROJECT #5 CYCLE #2, PROJECT #4
SM otKDSI (09)t1 TDEV (est) MM (W)tI MM (act) KS~9!DVG)M ()M IO

so 121.2 1233.7 1232.9 70 201 203.1 202.4
80 21.2 1 210 218.5 70 _ 20.1 180 , 188.3 ,
80 21.2 190 213.6 70 20.1 160 184.4
80 21.2 185 213 70 20.1 155 183.9
80 21.2 180 212.9 70 - 20.1 150 184.5
80 i 21.2 177.5 213.5 70 ,20.1 145 185.6
80 21.2 175 213.4
80 21.2 170 215.3

CYCLE #3, PROJECT #4 CYCLE #3, PROJECT #3
KWlKDSI (es I est) I MM (e't) MM Mrc KDSI ( T MM (est)M

70 1 19.3 182.1 - 181.6 60 118.2 ,6154.7 154.2
70 19.3 160 172.6 60 18.2 135 146.4
70 19.3 145 169.1 60 18.2 125 143.8
70 19.3 1 142.5 168.8 60 i 18.2 120 142.8
70 1 19.3 140 169.1 60 18.2 115 142.9
70 19.3 135 169.7 60 18.2 110 144

70 19.3 130 170.9 60 18.2 105 145.6

- i i s i s -
Si I

CYCLE #3, PROJECT #1 CYCLE #3, PROJECT #2
KDSI fest) TDMEV LeZ I MM (ad)_______ KDSI (est) M M (est) MM (et act)

40 15.8 101.4 101.1 50 17.1 127.9 127.4
40 15.8 i 90 j 94.4 50 17.1 4 100 118.1
40 15.8 80 . 3 93.4 50 17.1 95 117.5
40 15.8 75 i 93.1 50 17.1 92.5 117.1
40 15.8 1 70 7 92.7 50 17.1 90 117.9
40 15.8 , 65 1 93.9 50 17.1 85 119.8
40 15.8 60 1 97 50 17.1 80 122.4

:1 1

a i 5,, S , i -

CYCLE #3. PROJECT #5 CYCLE #4, PROJECT #4
K•DSI (est) I TDFV fest) [_MM (w ) _ _ KDSI (est) I fest) I MM (est) MM

80 _ _ _20.3 _ _209.4 _ 208.8 70 1 18.7 167.5 _ _167.2

80o_ 20.3 __180 197.9 70 1 18.7 ] 150 161.6
80 20.3 170 195.7 70 1 18.7 j 135 157.8
8 20.3 1 675 195.7 70 18.7 132.5 157.4
80 20.3 165 195.6 70 18.7 130 157
80 20.3 160 j 196.1 70 18.7 1127.5 .3
80 20.3 1 155 197.3 70 18M7 125 157.5
80 20.3 1 150 199.2 i4
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CYCLE #4. PROJECT #1 CYCLE #4. PROJECT #6

40 154 931 929 so 19.7 1927 191M9
40 15 4 - 80 88 -80 197 170 1855

40 154- 70 865 80 197 155 18422
40. 14 6 8" 80- " 197 . .150 - 1821
40 154 60 86.9 80 197 145 1829

80 19.7 140 1847

CYCLE #4, PROJECT #2 CYCLE #4, PROJECT #3
KDSI (est TDEV est) MM (et) MM (act) KDSI (eWt) TDEV fest) MM (est) MM (act)

50 16.6 117.7 117.4 60 17.7 142.3 142
50 16.6 100 112.3 60 17.7 120 135.3
50 16.6 90 109.8 60 17.7 110 133
50 16.6 87.5 109.4 60 17.7 107.5 133
50 16.6 85 109 60 17.7 105 132.9
50 16.6 82.5 109.7 60 17.7 102.5 133.4
50 16.6 80 109.9 60 17.7 100 134

60 17.7 . 80 142.2

CYCLE #5, PROJECT #5 CYCLE #5, PROJECT #4
KDSI (eSt) _ TDEV (est) MM (eSt) M KDSI (est) ITOEV (estl MM test) MM (act)

80 19.2 179.6 179 70 18.3 156.1 155.6
80 19.2 160 174.8 70 18.3 140 ,I 151.4
80 19.2 150 i 172.2 70 18.3 125 148.5
80 19.2 145 i 171.8 70 18.3 120 147.6
80 19.2 140 i171.3 70 18.3 115 148.6
80 19.2 135 171.6 -_ i
80 19.2 130 173.2 '

- I

CYCLE #5, PROJECT #2 CYCLE #5, PROJECT #3

KDSI (est) I TDEV lest): MM (est) i MM Lact) KDSI (esti TDEV (est) MM (est) MM (act)
50 16.2 109.6 109.1 60 17.3 133 132.6
50 16.2 90 104.6 60 17.3 120 129.3
50 16.2 85 103.5 60 17.3 110 126.6
50 16.2 80 102.5 60 17.3 105 126
50 16.2 75 103.3 60 17.3 100 125.1
50 16.2 70 105.5 60 17.3 97.5 124.4

60 17.3 95 125.1
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CYCLE 06. PROJECT #i

40 151 857 864
40 1 r1 70 834
40 151 86 816
46- 15.1 625 el
40 15 1 60 W87
40 151 55 822
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APPENDIX G. CONVENTIONAL CALIBRATION STRATEGY:
UNDERSIZING - NO LEARNING

CYCLE 9104s DOS)

I a 40 40 24 675 2 0---- f2.U .5
2 0 20 40 115.4 121. .

- f2ij 14A - -
74 _0_ la 144 V25.8 21.9

19.2 so 242.53 22.

I q---- 175.4 1U.9 465 i4 31 1 m Z4 0.x$
2 o 145.9 '149.7 ST1 9132 14666 3721 sm2 0.33

3 w 1.7V IV 4 13 . 17 54- MIX 0.27
4 700 27.6--:w8 87 21366W 756 19070 0.85 24Z 100 24 , ý 10000 2970 256 0233 0.317

1 40o 120. 1 367 48 10.24 14.92 20 6 72 03

3 100 6w 30 48 187. 18.2 8.6 1.

273 10 o0 127310 7656 30000 22.643 o~o

4 1 8w 0 2 32.9 257.44 so 10 54 22 1000 1273. 0.3

2 40 '160.6 165. 61 1006 1593 23704 23M4 0.35
3 601T. 181.5 74 .13431 76024 5476 1129010 26 0.33 031

5 so305. 59= i lm i 1501032



CYCLE 05 (Rm Do 100% DSIPTK. WO Unkdgr~wnib)

IO 60 50 30 1: 2D-
I loo 40 2D ::ý 7 14.4j ow17.

4 70 22.8 214 87 MS1 4M3 56 76 0.33
2 0 . ~.3 j I.4 61 M7 372 I29160 0.33

63 OD 2In$ 203.5 74 15s= 01W 46 27 2
1 0 12 117.6 4 my 2D 20 2.6 0.34 0.36

3 100 60 30 42 134.7 16.1 11 1.

2 0 151.7 150.4 51 9174 1466 372 OM03~IWO 191 74 14134 3910 5475 11=01 3
70 230.3, 59 6 11 56 101 0.39

5 26 4.9 201 100 25 7I T -0.1
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APPENDIX H. NORMALIZATION CALIBRATION STRATEGY:
L'NDERSIZING - NO LEARNING

CYCLE Of (ft 016 MS OWTK. Uwo--

w 3 2 11 15. IV 1.Ills__ _ __ _

CYL = -T 3mu 1 1,%WT -L i

5 11. 17.

2 D 4 3721

I 1 1 547 1 00
. 1 14 _21 0.2177

4Z1 .1 17.

4 30

143.31= 155 -MU- I" Z -- i I ~
I M 13 112 0.1

3 234 In E 173 100 um 497 57 1 15001 1573
w 1 1 - 5 14. 61 E68 3 0l 21301 270 0.3

47 79 1 7. R7EA 7A 1 W22 57= 2.35 0Cap03

CYCL 13plo OftiM d~ 105f



CYCILE 85 (NamfluW Df. 100% OSFTK. VM Lkdftibrab)-

2 too 142. 102 142 2.1 88.3 502 320B. 2129003
8 10 50 1-6. 1728 743 1274. 891 157 26660
S10 s13 116 i . 41 5400 68314 2M04 2900 231032.1

I 1I00 40 4 0 1912_061_._13A

50 142.9 %1461.5 61 -- 1 3721- 212 0.34

1 0 1 1.5 11. 100 1000 20 2970 2.3 0.33 0.1

18. IO 74 q* 57 11501
247. 4 7 71885. 16 1907

2 1106



APPENDIX 1. NORMALIZATION DATA:
UNDERSIZING - NO LEARNING

CYCLE #1, PROJECT #1 CYCLE #1, PROJECT #2

0 (.= 'TDEV (ad) MM t MM ad) KS (ad) ITEV(Et) MM (.a) MM (act)
40 18.5 120.9 120.6 50 18.6 149.7 149.4
40 18.5 115 115.3 50 18.6 145 146.2
40 18.5 110 114.6 50 18.6 _ 140 145.9
40 18.5 105 113.4 - 50 18.6 135 143.8
40 18.5 100 112.7 50 18.6 130 143.1
40 18.5 95 112.6 50 18.6 125 142.9
40 18.5 90 112.7 50 18.6 120 142.6
40 18.5 85 113.3 50 18.6 118 142.5
40 18.5 80 115.4 50 18.6 115 142.6

CYCLE #1, PROJECT #3 CYCLE #1, PROJECT #4

60 19.9. 157.5 187.3 70 21.9 T245.5 243.7

60 19.9 . 180 180.1 70 21.9 235 234.1
60 19.9 170 176.9 70 21.9 220 219.6
60 19.9 160 174.4 70 21.9 210 212.3
60 19.9 155 173.2 70 i 21.9 200 207.9
60 19.9 150 173 70 21.9 190 205.3
60 19.9 145 172.8 70 21.9 185 204
60 19.9 140 173.4 70 21.9 175 204.7
60 19.9 135 174.3 70 I 21.9 170 205.3

____________________________,_____

CYCLE #1, PROJECT #5 CYCLE #2, PROJECT #2

K lDS (660 .=TDEV es01 MM (ad MM (act) KDSI (est) TDEV e• ) !MM s) MM act)
0_ 22.3 _242.3 246.7 50_ _ 19.5 159.8

80 22.3 235 242 50 19.5 150 149.5

80 _22.3 1225 238.8 50 19.5 145 146.3
8 22_3 220 237.6 50 19.5 140 145.4
8W 22..3 215 __ 236.6 50 19.5 130 143.1
80 __22.3 210 __236.5 50 19.5 120 142.4
80 _ _ 22.3 __205 _ _236A_ 50 19.5 115 142.6
80 22.3 200 237.2 50 19.5 110 143.1
80 22.3 195 1 238.2 50 19.5 100 146.8

CYCLE #2, PROJECT #1 CYCLE #2, PROJECT #3

KDSl (est) iTDEV est)i MM test) MM (act) KDSI test) TDEV (est)I MM (est MM (act)
40 17.1 115.1 115.4 60 19.8 181.5 184.1
40 17.1 105 113.9 60 19.8 175 178.6
40 17.1 100 112.9 W60 19.8 165 175.4
40 17.1 95 I 112.5 60 19.8 155 173.5
40 17.1 93 112.8 60 19.8 145 173.3
40 17.1 90 112.7 60 19.8 140. 172.9
40 17.1 85 113.1 60 19.8 135 i 174.1

_ _ _ _ . _ _60 . 19.8 130 175.1
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CYCLE #2, PROJECT #5 CYCLE #2, PROJECT #4
KDSi (est) TDEV )i MMt) m $ad) KDSI (est) TDEV (est) MM (est) mm l(act)

80 231.4 ,314 297.1 70 21.1 224.6 226.9
80 23.4 285 282.9 70 21.1 215 214.5
80 23.4 265 264.7 70 21.1 206 211.1
80 23.4 245 247.3 70 21.1 195 206.8
80 23.4 225 238.8 70 211 185 205.2
80 23.4 215 237.6 70 21.1 180 204.5
80 23.4 205 23U8 70 21.1 175 204.2
80 23.4 200 237.2 1 70 21.1 170 204.7
80 23.4 195 238.2 70 21.1 165 205.4

CYCLE #3, PROJECT #4 CYCLE #3, PROJECT #3
KDSI (est) TDEV (est) MM test) WM (ac)t) KDSI (es) TDEV (leet) MM lest) MM (act)

70 20.2 216.1 220.6 60 20.4 192.6 198.1
70 20.2 210 212.3 60 20.4 175 178.6
70 20.2 200 206.7 60 20.4 _ 165 _ 175.4
70 202 190 206.2 60 2W.4_155 173.5
70 20.2 180 204.4 60 20.4 150 _ _ _173.1

70 20.2 178 i 264.3 60 20.4 145 173.3
70 20.2 175 204.4 60 20.4 140 173.1
70 20.2 170 204.7 60 20.4 135 174.1
70 20.2 165 205.1 60 20.4 130 175.1

CYCLE #3, PROJECT #1 CYCLE #3, PROJECT #2

KDSI (t" TEVest'M (9mm too) __7 lestm TDEV (W) MM (est) MM (ad)
40 19.6 r__122.8 __124.5 50 18.4 145.8 155.9
40 ' _19.6 115 _ __115.3 50 18.4 140 145.9
40 ,_19.6 105 113.5 50 18.4 130 143.3
40 19.6 100 _ 112.9 50 18.4 125 142.8
40 __19.6 97 _ _112.8 50 18.4 120 142.7

40 19.6 95 112.7 50 18.4 115 142.4
40 19.6 90 1;12.7.. 50 18.4 110 142.9
40 1_9.6 85 ..... ! 113.5 50 18.4 105 143.7

"40 19.6 80 114.8 1 50 18.4 100 145.5

CYCLE #3, PROJECT #5 CYCLE #4, PROJECT #4

KDSI st t (etm MM act KDSI test) TDEV (est) MM (est) i MM (act)
80 22.3 262.5 262.3 70 21.4 233.8 ' 233.1
80 22.3 250 249.3 _.70 21.4 210 212.2
80 22.3 230 241 70 21.4 200 208
80 22.3 215 237.2 70 21.4 190 205.6
80 22.3 210 .236.9 70 21.4 180 204.4
80 22.3 205 t 2I3 70 21.4 175 L204.

80 22.3 200 236.8 70 21.4 170 205.2
80 22.3 195 237.2 1 70 21.4 160 206.3
80 22.3 190 238.5 1 70 21.4 155 209.1
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CYCLE #4, PROJECT #1 CYCLE #4, PROJECT #5
'T4 E 18" 19 MM (eel" MM KDSI (est) TDEV t) MM (t) MM (act)

40 1 11.7 119.6 0 22.2 250.6 249.8
40 18 110 115.1 80 22.2 240 245.5
40 18 105 113.6 80 22.2 220 237.7
40 18 100 113 80 22.2 215 236.7
40 18 95 112.7 80 22.2 210 2363
40 18 90 1i2.7 80 22.2 205 236.4
40 18 85 113.2 80 22.2 200 237.3
40 18 80 114.8 80 22.2 195 238.2
40 18 75 118

CYCLE #4, PROJECT #2 CYCLE #4, PROJECT #3
KDSI (est) ! TDEV (eat) MM (eat) ! MM (ad) KDSI (et) TDEV (est) MM (W) MM (ad)

50 i 20.4 159.5 159 60 19.8 176.9 178.7
50 20.4 140 145.3 60 19.8 160 174.4
50 20.4 130 142.9 60 _ 19.8 155 173.8
50 20.4 125 142-3 60 19.8 150 173.1
50 20.4 120 142.7 60 , MS9.8 145 M t_2.9
50 20.4 115 143.4 60 19.8 140 173.5

60 19.8 135 174
___60 ;19.8 130 175.4

CYCLE #5, PROJECT #5 CYCLE #5, PROJECT #4
KDSI (e W MTE- Iet =mm low) Mi Ia t K (• est) TDE test)! WA ("I) WAM(=

80 22.5 284.6 TO 21-2 208.7 211.2
80 22.5 260 259.3 70 21.2 200 208
80 22.5 240 245.5 70 21.2 190 205.7
80 22.5 220 237.5 70 21.2 ; 180 204.6
80 22.5 215 237 70 21.2 _ 175 ! 284..3 "_
80 22.5 210 _ 2l& 70 21.2 170 205
80 22.5 205 236.8 70 21.2 165 205.7
80 22.5 200 i 237.1

CYCLE #5, PROJECT #2 CYCLE #5, PROJECT #3

50 ! 19 ,1 52 15. 0 . 21.2 1918.6 '198
50 T 9 140 145.4 60 21.2 180 180-2
50 19 i130 143.2 60 21.2 160 173.8
50 - 19 :125 *i142.5 60 21.2 155 173.3
50 19 120 142.6 60 21.2 ISO 1 M82.

50 19 115 142.5 60 21.2 145 173.6
50 19 110 143.1 60 21.2 140 174.4
50 19 105 144.5 60 21.2 135 175
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CYCLE #5. PROJECT #1
KDSI ("I OftEV i f IM (e5 M (a

40 + 17.5 118 117.7
40 17.5 110 114.7
40 17.5 106 113.5
40 17.5 100 113
40 17.5 96
40 17.5 90 112.6
40 17.5 85 113
40 17.5 80 114.4
40 17.5 70 119.7
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APPENDIX J. CONVENTIONAL CALIBRATION STRATEGY:
UNDERSIZING - 75% DSIPTK

CYCLE #104Rw Oda. 75% OSIPTK .vLk uam2mmomi)

P=2MTM1Ki(ad) ma~ Mt KM(9 M(0 V adt MV(ad)
1 75 40 40 24 07.5 12.4,T ZU

75 -50 20 40 115.4 - 15.2 181.2 2019
3 75 -60 30 42 121.5 15.5 2218 22.4[4 7 70 50 35 1003 14.4 3078 24.9
5 75 80 10 72 214- 19-2 269.8 25.1

Pnfg !l ad) UM2 WS ad) 0 W 0 Isuan Wadr 1 sum02 ogn omPo
40 115.4 144.7 4 m 9% Z4 ZD

2 0 159 112 61 11063 1769M 3721 6025 0.28
3 60 1716. 2218 74 16413 . 34412 5476 1510-27

4 70 207.8 307.8 87 26779 61191 7589 19070 0.23
2 29 289.8 100 2896 9 0171 10000 29070 3.1 0.28 01262

CYCLE #2 (Row Data. 75% DSIPTh. Wih Undrmastrrn)

PiiSa QPKMKQi()iLkw m .92 mm maW Id
2 75 50 40 30 I10.2 14.91841I
1 :5ý 40O 10 36 135 16113. 17.6~I 2248 16608.7 20.8

5 7 0 50 40 141 167 370.4 23.9 _______H" 307I 3704 MI 18d) 18 aw-r su .o o2 s 2 _____qam Po
1 40 .149 01 A 1 1 131 11J __ r Z

3 60 All 34369iý 47. 110 02
5 807 0 374 7143 10000 21501 0.w
4 ý70 87 ' .7 LT123725 95157 70 29070 3.27 0.26 0.252

CYCLE #3 (Raw Data. 75% 06U'TK. With nu.o)

3 75 W0 30 3 3103.9 1646 13643 183

2 75 504 0 20 92.2 1391& 1922 0
3 75 50 10 54707 9 216 20

45 17. 1 81 419.3
1 75 151 143 48 68649 31642 20 9873. 03.8

id6 '30. 100 30702 62625 100 1983 0.26
1 40 157.93 92 1 172 743 7 1 523494 0.26

3 0 251.72216 740 15964 90132 54760 2970 3.11 0.265 .6

CYCE W Ro Oa. 5%DSPT. ithlVlOWT



CYCLE 05 (Raw Dipta. 75% OSIPTK. Mh Ukndmi n )

M aDS, (t k M I WM Aad) a a

4 75 70 10 63 241 20.1 264.3 20.8
2 75 3-0'-30 - 35 130 15.9 184.6 18.2
3 75 60 50 30 110.6 14.9 243.4 20.2

"75 40 20 . 3 1183 15.3 149.1 16.7 A 7

,d Ks ad o ad sum mIa-2
5 80 30.7 342.7 100 34270 34270 10000 10000 0.23
4 70 269.2 264.3 87 22994 5r264 7569 17569 026
2 50 189.1 184.6 61 11261 68525 3721 21290 0.27
3 60 229 243.4 74 18012 86537 5476 26766 0.25
1 40 149.6 149.1 48 7157 2!9364 230 29070 3.22 027 -253

MT K (a• l under M •, i ism ) MldMet) n P ) acM)•,'• ( •- ..,9.D5.6 139 No, 14.7 18.61
2 75 1950 20 40 154.9 17 381670 9. 02
3 75 60 30 42 163 17.3 227.6 20.6
4 77 50 35 7 134.6 16.1 2907 22.3
5 75 OD0 10 72 '287.1 21.5 10D 300.9 23.7

/Pvqýý E )S1 [:(ad)~ I LO to) M,'l adt) 0 L4MWac)"Q !sLwn W~act}"i 01w2 i surlrl(;2 CbficiA1.&V.Co.p.d,

I 1 4u 7154.V 7 40.7 48. UU94 W96•4 . 24 zi 234U•027
I 2 5 '958 178.7 6 1 10901 17895 ;3721 6025 0.28

3 ý "620 HMI1 227.6 74 16842 34737 5476 11501 0.26
I 4 70 278.7 295.4 ! 87 ':251961 6089 7569 19070 0-23

5 80 320.7 300.9 100 30090 90788 10000 29070 3.12 0.27 0.261
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APPENDIX K. NORMALIZATION CALIBRATION STRATEGY:
UNDERSIZING - 75% DSIPTK

1 75 438. 137 137. 48 68 71 b 2 0 6 2 2
2 ~ 2121 20 212 70 ' 4 1574 191. 546 210122

4 75 7- 26 370 35. 0 96 21 0600 2150.0§
5 - 75 849 275 2524 25729-147 76 70 I 29 02 .

1 C 139.5 410 13572 48 '66 4426 230 ia 4 1530102
2 5c 176.3 1753172: 6 10626 14911 3721 1970 0.29

S 68.7 224.9 29N. 100 29610 8421 1460 29001W 2 025 26

4 70 2781 30. 5. 7 5401I9 7

60 268. *. 32W 29.10 2 96 830 1000 1967 0.26

2_ b 176.3 1942 17.3 .65 063 6663 3872 2354.2

3 60 213. 2450 402 7435 15716 663I 5476 2900 29 02T.6

4 75 70 i 0 49 171.4 1 1 3. ? 2



1 ~ ~ ~ 6 1 3. 19 .1 4 81 M.76 2907. 211

2 75 50 10 72 1212 1.5 16.73.17 246

1 0 1 
m

2~ 50 17. 17835 7 .4 61 * 3121 ~ .8

3 40 2 149.3 37.8, 13. 74 VI 216 101 *

4 7 0 2u Z451.9 29 .7 87 Z 14762 19 070 .0 2 4 1

5 75 1 S 1 3 1. M1 150.5 M- 301.70 240. 7 0.6

PWSG KO (sttlI M (s 1 U~m 0 0114'



APPENDIX L. NORMALIZATION DATA:
UNDERSIZING - 75% DSIPTK

CYCLE #1, PROJECT #1 CYCLE #1, PROJECT #2
K tSfT est de't) M c) _KDSIS eatTDEV sZMl MImest• m U'(act)

40 20.2 144.7 144.6 50 _ 29.9 _ 181.2 180.9
40 20.2 135 1375 50' 20.9 70 174.6
40 20.2 130 -W.- ______,50 20.9 165 i 37"4j.
40 20.2 i 125 1374 50 20.9 160 174.8
40 20.2 120 1 138.9 ! F

,_ _ _ _ _ _ _ _ _ _ _ _ _ I _ _ _ _ _ _ _ _

F - _ _ _

1 4

CYCLE #1, PROJECT #3 CYCLE #1, PROJECT #4
___(~t DV 91 MM (et ___cl DI(st OV ed MWM lest) MM $d

60 22.4 i 221.8 221.1 _ 70 1 24.9 307.8 295.1
60 22.4. 1 210 212.5 ! 70 i24.9 !300 292.1

_60_ 22.4 .208 4212.5 . 70 24.9 290 4285.8
60 22.4 205 J212.5 _70 249 290 1278.60 224 205 212.8 70 1 24.9 270 1 28.9

i I]70 i24.9 i260 259.4
-_0 122.9 2502.

TO• 7 24.9 245 1 251.4

.70 124.9 i 240 252

CYCLE #1, PROJECT #5 CYCLE #2, PROJECT #2
KDSI (eSO) TDEV (est) I MM (est) MM (C KDSI (est) ITDE (est)' I_ MM(est) L'MM (act)

80 1 25.1 1 259.8 1 294.2 50 _20.6 17 1 1887
80 1 25.1 _26 298.7 50 20.6 180 179.6
80 1 25.1 255 i300.4 50 20.6 170 174.6
80 1 25.1 245 1 298.4 50 20.6 165 1745
80 25.1 1 230 290.4 50 20.6 163 1?4,.•
80 i 25.1 1 225 50__ _ _ 50 20.6 , 160 174.5
80 1 25.1 i 220 289.1 _
80 25.1 215 ,;290.9
S, 25.1 . 210 22.6m

CYCLE #2, PROJECT #1 CYCLE #2, PROJECT #3
KDSI (est) ;TDVly,.est) MM (eSt) IMM (act) KDSl (eSt) I"TDEV fest) 1MM (est) MM (adt)

40 18.1 137.6 137.5 _ _ 60 21 213 9
40 18.1 135 137.5 60 '21.3 205 212.8
40 18.1 ± 130 , 137.1 60 21.3 200 ____

40 18.1 128 137.2 60 i 21.3 195 212.9
40 18.1 125 137.1 ' _. _ 60 21.3 190 213.8
40 "18.1 120 137.5 60 21.3 180 1 217
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CYCLE #2, PROJECT #5 CYCLE #2, PROJECT #4
KDSI (est) TDEV (est) I MM (est) MM (act) KDSI (est) TDEV (est) MM (est) MM (act)

80 1 24.6 370.7 1 _354 70 22.8 275 273.9
80 24.6 350 342.6 70 22.8 265 264.4
80 24.6 330 327.7 70 22.8 255 254.4
80 24.6 I 310 309.2 70 22.8 N -245 252.8
80 24.6 290 295.3 70 22.8 240 252.7
80 24.6 285 295 70 22.8 70522.8 23
80 24.6 280 294.6 70 22.8 230 253.6
80 24.6 270 296.8 ' 70 22.8 225 255.4

CYCLE #3, PROJECT #4 CYCLE #3, PROJECT #3
KDSI (est) TDEV (est)I MM (est) I MM (act) KDSI (est) 'TDEV test) MM (est) MM (act,'

70 22.8 264.9 i 264.3 60 21.7 235.8 I 234.7
70 22.8 .245 252.8 60 21.7 220 219.5
70 22.8 240 252.7 60 21.7 210 212.8
70 22.8 235 252.4 60 '0 21.7 205 212.8
70 22.8 230 253.6 60 21.7 200 22.7-
70 22.8 225 255.4 60 i 21.7 195 i 213
70 22.8 i 256.7 60 21.7 190 214.2

_ 60 21.7 i 180 216.8

CYCLE #3, PROJECT #1 CYCLE #3, PROJECT #2
KDSI (es TDEV (est) MM fest) MM (act) KDSl _est) ITDEV (est) MM test) MM (act)

40 204 150 149.6 50 19.7 175.3 174.9

40 20.4 135 137.5 50 19.7 1 170 174.5
40-- 204 130 1 137.2 50 19.7 165 1742
,40-- 20'4 125 137.7 50 19.7 160 174.4
40 ' 204 120 I 139.1 50 19.7 155 175

____ _" 50 19.7 150 176.7

- i -

CYCLE #3, PROJECT #5 CYCLE #4, PROJECT #4
K1I (est) ITLEV (est) mm (est) MM (act KDSI (est) iTDEV (est) MM (est) MM (act)

80 24.1 324.9 323.7 70 22.7 285.2 279.8
80 24.1 300 299.5 70 1 22.7 260 259.6
80 24.1 285 295.5 70 22.7 245 252.4
80 24.1 280 295.1 _. 70 22.7 240 252.3
80 24.1 275 295.5 70 22.7 235 252.6
80 24.1 270 297.1 70 1 22.7 230 253.8
80 24.1 265 298.5 70 22.7 225 255.7
80 24.1 260 299.7 70 22.7 220 257.2
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CYCLE #4, PROJECT #1 CYCLE #4, PROJECT #5
KOSI (est) TIJEV (est) MM (est) MM (act) ____KDSI (Ws) TDEV (est) MM fast) MM (act)

40 18.8 142.4 144.3 80 24.2 311.1
40 18.8 135 1 137.3 80 242 290 2952
40 18.8 132.5 1 137.4 80 24.2 285 295
40 18.8 130 137.3 80 24.2 280 294.6
40 T18.8 , 125 137.4 80 24.2 275 295.7
40 18.8 120 138.3 80 24.2 270 296.9

CYCLE #4, PROJECT #2 CYCLE #4, PROJECT #3
KDSI (est) TDEV (est) MM (est) MM act KDSI (est) TDEV (est) MM (est) MM (act)

50 21.3 1 194.2 191.1 60 21.4 214.5 215.5
50 21.3 180 179.6 60 21.4 210 212.8
50 21.3 175 174.6 60 21.4 207.5 212.8
50 21.3 1 170 174.3 1 60 21.4 205 212.4
50 21.3 165 174.5 60 21.4 200 212.7
50 21.3 160 174.8 60 21.4 195 213
50 21.3 155 176.4 60 21.4 190 214.2
50 21.3 150 178.2 60 21.4 185 216.1

___ _ _60 21.4 180 216.8

SI ________ , . i

CYCLE #5, PROJECT #5 CYCLE #5, PROJECT #4
KDSI (est) TDEV (est) MM (est) MM (act) KDSI (est) I TDEV (est) 1 MM (est) MM (act)

80 23.9 339.2 337.6 70 23.1 256.7 256.9
80 23.9 320 319 70 23.1 240 253.2
80 23.9 300 299.7 70 23.1 235 252.9
80 23.9 ! 285 ! 296 70 23.1 230 1 253.6
80 23.9 282.5 296.2 70 23.1 225 1 255.2
80 23.9 280 296.3 70 123.1 220 256.4
80 23.9 275 296.4 _ L i
80 23.9 270 297.4 _ , _
80 23.9 260 1 300 _ !_

_____________ _____________ __________________________

CYCLE #5, PROJECT #2 CYCLE #5, PROJECT #3
KSI(est) I TDEV (est) MM (est) MM (act) KDSI(est)ITDEV_(est MM(est)__ MM (act)

50 1 20.2 1 183.1 182.6 60 22.2 241.5 239.4
50 '20.2 170 '174.9 60 22.2 220 2 19 .4
50 20.2 165 174.7 60 22.2 205 212.8
50 20.2 160 174-4 60 22.2 200 1 212.650 i20).2 155 175 60 22.2 15 "213

50 20.2 1150 f1 7 6.8 60 22.2 1 190 214.2
S- 60 22.2 185 215.7

____ _ _ _60 22.2 I 180 .216.9
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CYCLE #5, PROJECT #1
KDSI (est) TDEV est) MM (est MM (act)

40 18.4 I 139.8 138.8
40 16.3 130 i 137.1
40 16.3 127.5 1 137.2
40 16.3 125 j 137.1
40 16.3 120 137.5
40 16.3 115 1139
40 16.3 110 139.8
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APPENDIX M. CONVENTIONAL CALIBRATION STRATEGY:
UNDERSIZING - 125% DSIPTK

CYCLE #1(Paw Oft. IM5 OWN.T WOUdwsrsm

2 125 5D 40 115.4 15.2 138.2 17l?4 _ ______

3 126 60 30 42 125 15169 18.4 _ ___

4 125 70 10 355 14.4 230.9 20.3 _____

5 i 125 80 10 72 214 10.2 224.1 20.5

I0i NWt 1atag samv wAtodo u h ani MM- CM
114 1.7.. 4.7MZ55 Z0 ~

2 50 1145.9 1138.2 a1 13 13686 372 6s6 D.036
3 60 178.? 169-s 714 12606 212 57 11501 0.36

4 70 207.8 230.9 87 2008 (W76 19070 0.
5 80 239 1 224.1 100o 22410 6M 10000 29070 236 36 0.3 44

CYCLE 12 (Raw 00a, 125% OSIPTK Wkh thtdgreahata)

121 40 11.10. 8 50 13760 230 6650.3

3 125 173. 142D ! 748 127.51 121 546 1516 18. 7
5 805 235 28. 100 I 1. 170 5.1 100 215017 0.292
4 7 04 .4 87 49 17609 71590 7 1 29002- 20.46 0.10

4 R1 9U. To 7.5 I1m.z m 32110
3 14o 60- 401L 48 10. 14.7W 175.8 18.5m.3
3 1 140 70 20 12512 211.6 46 112.7 37.

5 125 80005 16. 17.50 240 20.

-ý-ý7 ~ SI § _ I21

3 60 1814.1 17.8ý 74 13009 3049 546.3355.3

4 2 1 7U M M1. 17. 7 n : 7-

3 0 125 1 2- 4 7 15 4088 '546 10349 0357 . i M
2 150 13 146 61 8949 43 3721 190.7 0347.

3 60 1635 17576 74 1 162 6100 5476 234645 25 0.384 35

1 4 1 177 1 4 840 3M 47 18Zi 1193



CYCLE 6 (Raw Of. 12M% OSlPTK. Mb LUdumtm)

125 M 0 2 40 I 40 115 No 9. M5-.7 ; 202125 70 10 94.5 1 i 1.55 -4-

2 4 25 50 30 35 104.9 14.4 145.3 17.5
3 125 50 2 13.& 1991 2 4 0 32 1 .5 I 14.1 b. 1t5.8 16.6

5 7 . ~ - mf I I9 I lu

Po' I NPo 217.3 looi 2o. 7 19815 .31

2 50 ,148.3 1as3 871 1077 1 372 0-34
3 so 0 17.6 168. 74 1 13491 263 5476 2101 0.36

4D.7 170.8 4,1, T 87 123 4 23 _ 1002'0.33 0

1 ,1,31.3 ,2907 r .: o.r ! 03

CYCLE $16 (Raw Oda, 125% DSIPT(. Wlth L2)

2 125 50 LD 4 115 t 1.2 137,1 1T.4
3 125 OD 30 42 121 15.5 la.8 18.4

4 2 0 1 w i 3 9.9 1 14.4 231.3 2=0.4

.5 • 12•5 .i 80 i , 72 ,,,1.1 19, • 23 i 2.

1 40 FVWMM!1I., I1 •= ...
? 80 1 53 13 . 1 11 64 M s 0. 36

37 1I8.8 74 i 29 , 26137 Ilm 10 0.36
, 4 1 70 206.9. 213 7 1 2 6 W II 7 1 0.3
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APPENDIX N. NORMALIZATION CALIBRATION STRATEGY:
UNDERSIZING - 125% DSIPTK

CYCLE 51 (Raw D0gm 125% 0GIPTK. WUt LNWGkdbin)

[1 400 24 675UM MPM b 12.4 IWO3. 17.1
2 0 20 1 40 115A4 15 138&2 17.4 _ ________

125 s0 30 42 12 15 15.5_____ 169_____18.4__

4'2 O 50 35 1003 14 230.9 I20.3
10 72 f 214 P 19.24- .1 20.5

_2 Z" 145 i2L 2 6 762 12= 372181025 03
3.9 60 176 g]6 15 1.ý9 74 11241 216501 0.36

4 70 .207. 239 i102 87 15R677 3972 1 1"l9070 ~ 03

so8 239 To120o 612 10000 2907 2.07 0.38 0.344

ad CL 82 .Nmae a8W 125n Prodt U~wdn

? -, 125 1750 140 1 .u T. fu"0 l M
1 2 40 1 5 a~ 138.5 10011 965 4178 27 4 602.3O
3 6 2. 16. 153 2 48 74D 1127. 264 56476 11901 03

5 5 40 926. 27 2 8 610 144 4401 .1 3 21512.2
4 70 2 0 049.3 193 1 8 15860 6 016 759. 2100 2.7 0.5 0.4

3 u 1 1 52.4 1 72U.5 12524 a 74 RrP2W 57 1 30457 3.35
11 40 998.6 109. 99.6 78 14 72 15476 1 820 0521 OA___ 03
2 to 12. 16.71 124.3 1 117619 2341918 3472 51 m4 0. 9

5 0 20632 214.23 18 100 106 6272 10000 3 421.97 0.34 U032

CYCLE S34(Nomabad Date. 125% _______. -_____oknbn

PM'kl -Srr M_4~~ KOM add I_ ___ IK=
3_ __ 1 25 8 j 4 0 8. 12132 172.5__ t__ __ _ _ 19.7__ _

1 125 101 so 2 64.5 161.9 10 9 17

2 125 so ; 50 2 5 I7. 11.l 138 29B. 7_ __ _ _

3 125 So 10 i 54 128.1 1.8 154------ !2 .3 216

adoem nON mi aW0m~WQ ^ wnQ-

~ 0 18 37 179.9,61 165 780. 4350 13721190700.36
3 1 600 157143.6 T1528 152.1 74~ 11255 1176; 5476 23456 1 2 39 06
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CYCL~E 85 (Nomuktod Oda. 125% OSPYK W86 LV~%Wdgron)

4 125 7 10 63 172.8 177 186.7 19-6
2 1125 50 30 35 93-2 1 3. 7
3 1 so 50 30 7-9.3 13.2 184-5 , 20.1
1 1 1 0 2 2 i 84-9 13.5 1 16-3

4 170 198V 1 .7 179.7 87 15684 36454 7569 17r69 0.37
2 50 1135.6 134.8 125.2 74 99C 45719 5476 2045 03

3 60 164.2 184.5 152-6 74 .1120 57011 5476 2M521 0.335
1 0 107.3 102.8 5 IS 4 472 61739 2W04 325 2 0.30 0.384

2 125 50 20 140 196.2 142133-6ii __________

-5 125 a0 10 72 11783.3 _ 17.9 212. 213

2 50 121.6 t 133.6 * 61 * 3721 6025 ; 0.37
3 60 147.3-7-Mt74 5476 1150 1 0.38

4 70 173.1 ! 217.7 87 * 7566 1 10370

5 O 199.2 12122* 10 100 00 0.38 0.359
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APPENDIX 0. NORMALIZATION DATA:
UNDERSIZING - 125% DSIPTK

CYCLE #1, PROJECT #1 CYCLE #1, PROJECT #2
KD~l est)TDEV(est MM (st) M__at)KDSI (est) TDEV (est) MM (est) MM (act)

40 17.1 109.5 109.4 50 17.4 138.2 137.8
40 __17.1 105 1 104.6 50 17.4 130 129.6
40 ; 17.1 103 _ 102.6 50 17.4 120 128.4
40 17.1 100 _ 101 50 17.4 115 127.2
40 1 17.1 __98 ! 100.6 50 17.4 110 125.9
40 17.1 ! 95 101.3 50 _ _17.4 105 125

6. 1 1.750 217.4 100 ; t25
. 0 150 27.4 98 125.2

50 17.34 95 125.8

60 18.4 1 239 16852 70 20.3 165. 181.

60 ý18.4 128 152.64 ___ 70 20.3 -1760 7-180.3

6D i 18. 12 5 7 03 16 8.

60 118.4 115 -T153.6 70 20.3 150 180.2

I I

- ~ ___________70 20.3 145 ~180.L7

CYCLE #1, PROJECT #5 CYCLE #2, PROJECT #2
KQSl (est) !TDV st,,- MM (est) I MM (act) KDSl (est) 1TDEV (estl i MM (est) I MM (act)

8o 20.5 224.1 223.5 Ii_0 1•140. 0.1 )_19 22
80 ; 205. 190 209.4 50 :218.9 130 i 129.8
80 20.5 [180 208.3 350 18.9 120 128.4
80 20.5 L178 _ _ 50 18.9 1 115 126.5
80 20.5 1 175 208.3 5670 18.9 110 125.7
80 1205 170 1 209 50 . 105 1253.
80 205. 115 209.7 50 18.9 100 p1256
80 •205 150 7 214 1 50 18.9 95 1271

CYCLE #2, PROJECT #1 CYCLE #2, PROJECT #3
KDSI (est) TDEV (est) MM (est) I MM (act) KDSI (est) TDEV (est) [MM (est) I

40 _0.5 _. 2 _ I60 19.1 164.1 163.5
80_ 16.3 1 190 100.3 60 19.1 140 153.8
40 163 20. t80 2 98. 60 19.1 130 152.4
40 0.5 , 16.3 75 i• •&. 60 19.1 125 152.340 1 70 19.1 120 153.2

40 !2. 165.30.75 1. 100. 6015.

80____0.5__150 _214 5_ 60 19.1 110 157.6
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CYCLE #2, PROJECT #5 CY CLE #2, PROJECT #4

KDSI (est) i TDEV jest): MM lest) MM (act) KDSI (est) TDEV (est) MM lest) MM (act)
80 22.2 273 262.4 _ 70 20.1 199.3 198.6
80 22.2 250 248.1 70 20.1 170 182.8
80 22.2 230 229.2 70 20.1 160 180.5
80 22.2 210 215.8 _ 70 20.1 155 M
80 22.2 190 209.2 70 20.1 150 180
80 22.2 180 20" 70 20.1 145 180.5
80 22.2 170 210.4 70 20.1 130 185.3

CYCLE #3, PROJECT #4 CYCLE #3, PROJECT #3

KDSI (est) ITDEV (est) MM (est MM (actd KDSI l(est) TDEV (est) MM (est) MM (act)
70 19.1 191.9 191.3 60 19.7 172.5 172.2
70 19.1 180 184.6 60 19.7 160 159.7
70 19.1 170 182.9 60 19.7 150 157.2
70 19.1 160 180.4 60 19.7 140 153.8
70 19.1 155 180.2 60 19.7 130 1526
70 19.1 150 V"&9 _ _ 60 19.7 125 M 14
70 19.1 145 180.2 60 19.7 120 153.6
70 19.1 140 181
70 19.1 130 1 185.5 1 __ i

CYCLE #3, PROJECT #1 CYCLE #3, PROJECT #2

KDS (et ITDEV (est)eI MM (est) MM (act) KDSI (estj IDEV (est MM (est) MM (act)
40 19.1 1 109 108.6 50 17.7 1 128.7 I 129.1
40 19.1 101.7 1_01.7 50 17.7 120 128.9
40 ; 19.1 : 90 100 50 17.7 110 126
40 19.1 85 1 sm 50 17.7 105 125.1
40 ' 19.11 80 99.8 50 17.7 100 124
40 19.1 75 1 101.1 50 17.7 95 126.1
40 ; 19.1 70 1 103.3 50 17.7 i 90 128.2

* I

CYCLE #3, PROJECT #5 CYCLE #4, PROJECT #4

Kct) KDSI (est) ITDIEV (e(sa) _ _ Md MM (act)
so 1 21 234 233.9 70 1 20.8 215.8 ' 205
80 21 220 1219.2 70 '20.8 190 '189.2
80 21 200 212.1 70 20.8 170 182.5
80 21 180 208.2 70 20.8 165 181.1
80 21 178 208.1 70 20.8 160 180.3
80 21 :175 '208.2 70 20.8 155 180.2
80 21 ' 170 , 209.3 70 20.8 150 180.6
80 21 160 213.8 70 20.8 145 181.5

_ _,__.. _70 20.8 130 ' 184.9
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CYCLE #4, PROJECT #1 CYCLE #4, PROJECT #5
KUSI (est) TDEV (est) MM (est _M _ac__ KSI (est "V e) MM est MM act

40 17.6 105.2 1385 80 21.2 219.4 218.7
40 176 100 101.2 80 21.2 200 212
40 17.6 90 100.2 80 21.2 190 209.4
40 17.6 85 99.2 80 21.2 185 208.7
40 2 17.6 83 __:919 80 21.9 128 120.
40 2017.6 80 99.2 80 21.2 175 208.540 17.6 ... 75 '100.1 80 21.2 170 209

40 20 1716 70 102.1 80 21.2 160 213.1

CYCLE #4, PROJECT #2 CYCLE #4, PROJECT #3
KDSI (est) 'TDEV (est) MM (est) 1MM (act) KDSI (est) TDEV (est); MM (est) MM 7act)

50 20.1 25138.7 i 132.4 70 19.6 186.7 186.7
50 20.1 130 1 130.1 60 18.9 140 153.9
50 20.1 120 127.9 60 18.9 15 153.1
50 20.1 200 2 126.6 60 18.9 130 I7M.1

80 __ _ 21 
190 38 2 0.701 

61418 
3

50 201 110 -12M. __60 18.9 128 152.1
50 20.1 105 2 126 60 18.9 125 152.1
50 20.1 100 213.26.7 60 _18.9 120 153.2

CYCLE #5, PROJECT #5 CYCLE #5, PROJECT #4
KDSI (est) TDEV (est)I MM (est) MM (act KSI (est) TDEV (est). MM (es) (MM

50 17.8 713 254.4 70 20.1 186.7 182.7
80 21 240 1 239.1 70 19.6 165 181.4
80 21 110 !!219.2 70 19.6 140 153.68 ..... 21 200 i212.1 70 19.6 150 1 179.7

80 21 190 1209.6 70 19.6 145 180.3
880 1 1252 70 19.6 140 181.5
80 1 177.5 1208.2 70 19.6 130 185.2
80s1o 175 208.2

80 21 160 !213.8

CYCLE #5, PROJECT #2 CYCLE #5, PROJECT #3

,KDSl,(est) TOEV (est) i MM (est) MM (act) KDSlIst ýTDEV ) (est) M() MMa)

50 17.8 i 134. 8 + 134.6 60 2 0 . 184.5 182.9

50 - :17.8 i120 !128.8 60 20.1 160 !159.5

•50 ' 17.8 110 : 12.9 60 2.1 14 15.

50 17.8 105 !125.4 60 20.1 135 1152.8

50 ' 17.8 ': 100 1 125;2 60 20.1I 130 I S U2.

50 17.8 ý 5 t 126.3 60 20.1 -12•5 1'52.8

50 17.8 90 128.4 60 20.1 120 153.8
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CYCLE A, PROJECT #1

40 i16.3 102.E 102.4
40 16.3 90 100.3
40 16.3 80 98.7
40 16.3 77.5 98.9
40 16.3 75 j .1 .
40 16.3 72.5 99.5
40 16.3 70 100.5
40 16.3 65 103.3
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